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Ahstract:

The paper deals with the implementation of optimal controller
design for linear dynamic systems. The implementation is carried out
with the use of guadratic cost function for both cases of continuous

and discrete systems. The mathematlcal optimal controel theory

applied to dynamical systems with considering the form of either
vector differential eguations in continuous time case, or dirference

equations in discrete time— or sampled data-case.

The bulk of the work provides design techniques for synthesizing
the oeoptimal control structure by applying the Pontryagin's Maximum

primciple to linear systems with using Matrix Riccati Egquation.

work 1s focused upen regulater preblems:; that is problems where the

goal is to maintain the system states at zero level.

The implemented techniques are tested by the applicat:ion

fourth order practical example represents the linearized control model
of two-reach river pellution system. Also comparative study between

the continucus and discrets optimal reguiator problems will
presented and discussed from a numerical point-of —view.
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Introduction:

During “he past twenty years, si1gnificant amount »f researches
have been carried owt in the area of system optimi=mation. In this
Ji=ld, Optimal Cortral Theory is a new asnd cirect approach which has
the abilitv te nandle analy=zisz and synthesis of complicated conurol
problems. This approach has been made U'masibls with the developmant
and advanzce of digital camputers.

The mathematical cheory of optimal ontrel o epplied to dynamical
szy=tems; which take bthe form of either wveclor aifferential sguatiors
Cin continuous~time case) or delerence 2duationz Jin dizcreta-time or
sampled~data casel. The two malin theoretical aprroachss to the
splimization control are:

D Zriaciple

Ilmar’= dynamic programminyg method whizn 13 Desad am

oprimal it {23, It 1= refsrred to as the Hamlion-Jacoop: ~Je) Lman
Theory, Ti=  manper disadvantage s the  large MPULET Rmer s

Tl o oments,

Sorcnorvaglin’ s ogansimum principle which ts an exisns
of the clazuical calculus of varleslilons Lo Lne
Ttoa woaxor dizadvantage 13 that 1 provides, n
medtessar Yy conditions for optimelotos Tyt 1T

comrLtatla requiraemants are nob complicstsd as thab o in

DT ST STl T

Blot & o the Ji.ant Tau o ER R 9t zll
rwoa e lable Tor Tesdbach
Vanetior tm o chezan L ooe o1n P i
e womprutatilons. Moreower  gundr Sz La enough

Zonbr

CrEo
ol svelems —esign.

A Yourih order numarical oexample 17 considered for applyving the
tmplements @ tachragues, and for concludirg wlh.e nuamerical compar: 2cn
: Rt

betwaeen Lhe continuous ard discrets Loime oo e iy

Conti-«mus Linear Optimal Control Technique:

For the piart described by the following linsar =tate =guation

X w2 = A WOt + B UCtd | X CLQZJ = xo [ W]
where : XKCLY is (nx1) state vector
UCtd 15 (mxd) conirel wvector
A 15 Cnxn? system coefficients matri:-

=} 15 Cnxm) control mabtrix
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the cost function to be minimized is: (86,71

L
To=raTce ) WX Ceoe :7_["[ xTced @ xctd+ U cus R '-JCT,)] dt <@y
LD
where :Q ,W are (nxn) real symmetric positive semi-definite matrices.
R is Cmxmd real symmetric positive definite matrix
tr is the terminal time C(fixed wvalued.
Solving this optimality problem via Pontryagin's Ma i mum

PrinciplesiBl, the Hamiltonian equation is:

H [XCtd , UCLd, PCLd,tl = i[ xTCcey Q Xetd + UTcid R UCtD] -

+ PTCLD [ A XCLd) + B UCt)] >

wheare : PCL) is (nxl) Lagrange Multiplier Vector
Application of maximum conditions produces:
& H/8 UCtd = O = R UCtd +BTPCLD €4d

and

@ Hrad XCtd = - PCLD = Q XCtd + ATPCL) (€=}
with terminal condition:

d H-oa XCtrJ = P CtID = W XCtrD CBd

For performing closed loop control, the solution of PCL) is considered
as a linear function of the states , and is constructed zimilar to the
terminal conditicn given by equation (8) as a function of the Cnxnd
Riccati symmetric matrix KLY as follows

PCLD = KCtD XCiD (g

for whlch ; the weighted terminal condition matrix will be:

K CtrD = W ca

Thus from equations €42 and (7D, the optimal linear control law
will be

UCEd = GCEd XC) ., &Ctd = ~ RTUBTOKCD cod

where : &It is Cmxn) time varying gain matrix

The final linear state model of the controlled plant will bs
obtained by zubstituting equation (22 into equaticn (12 giving

X CLd = a XCLd + B GULD XCLd s ACr D> = x, CrO0
o

How, for calculating the Riccati Matrix KOLD, Mirferential Matrax
Riccati Equation (DMRED can be constructed by solving equations ¢3)
C72 and €102 giving
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KCL) = - KCtd A — ATKCLY - KCtd B GCL) - Q C11)

It should be noted that , the Riceati Matrix KCL) is independent of
the initial conditions. =0, it can be pre- calculated separately by
izackward integration in time starting from the defined terminal time
Ctr) and terminal condition given by equation (28),

Sinee WL) is a linear function of the current states XCt) . and &tLD
is independent of the initial conditions , so the states will converge
to zero whatever the value of the inltial states are, and a closed
loop controller is obtained as represented schematically in flgure
Cl1). Figure (2) shows the flow chart representing the corresponding
calcul ation procedure

As an important restriction , it 1is notable that the complete

states XCt) of the plant have to be accurately measured at all time,
and have to be available for feed - back.

. X(4)

6lt)  f—

Tig. (1) Contiraous optimal linear requlator problea.
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Ulscerete Linear COptlmal Control Technique:

For discrete linear system , closely parallel steps to that of the
ncontinuous systems technique can be carried out with improving the
necessary mathematical modificationzs., So; brief steps are summarized
as follows
For plant of the following discrete state space form:

XCk+12> = € XCkD> + D UCkD , XCo2 = x, k =0,1.2,...... N c1z22

where C and D can be calculated for sampling period C(TD as the
followlng forms [4]:

c =" 1
T
D=CJ- o *T 4t > B c14d
(=]
the cost functlon is
N4
J = 1.2 XTCkD> W XCk3 +1.2 Z [x"'cm O XCkd + UTCKd R U Ck> ] €15
k=0

and the Hamiltonlan takes the form
H [ XCkd , UCkd, PCk3, k] = 1/2I}TCkD Q XCk2 +UTCKD R UCk> ]

+ PTCk+1) [c XCkd + D UCkD] €16
Applicatlon of ma>dimum conditions produces:

© = R k> + DTPCk+13 , €173
PCK) = Q XCkD + CT PCk+1) C1B>
with sﬁggesting the Riccati discrete solution :

PCkd = FCk3 XCkD \ cis
where the terminal boundary condition 1=

FCND> = W €203

By solving equations €172 to (139) ;;the optimal linear closed loop
control law will be

Uckd = GCkD XCk3 , Xkd = —R' DT cc™HT [ch - ] 21>

where : &k) is the (mxn? gain matrix.
Back s=substitution of equation €212 into equation (122 produces the
following controlled linear discrete state model

XCk+123 = C XCkd + D &kd XCk3 v XCod = x, Jk = 0,1.,2,...... M caan
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From equations <122, (173 , (18) and (182; the Difference Matrix
Riccati Equation will be

-1
FCkD = Q + CF FCk+1) [1 + D R ‘DY FCk+1) ] c 23
where : I is the ldentify matrix.
Similar to the cantinucous technique , the Riccati matrix FCkD giwven by
equation (23) can be pre - calculated separately by backward

substitution starting from the terminal condition given by equation
caod.

With very littie symbollec modiflcation, similar block diagram and
flow chart for that shown In figures (1) and (2) can be =imply
constructed for representing this discrete technigue.

Application Example and Results:

Considering the application example representing the two-reach
model of a river pollution contreol system (1) . which is represented
by the following fourth order linearlized state model:

-41. 32 o, 0 0. D D, 0D a. 1 DD

y -0. 3z -4.12 o, 0 0.0 0.0 0.0

X CLy = XCLD o+ YLD 24D
o, o 0.0 =4.22 o.0 0.0 0.1
o. 0 o.p -0.82 -1.2 Q.o 0.0

for designing a continucus linear regulating problem, it is desired to
find optimal contreols which minimize the quadratic cost function
described by equation{(2) with the following parameters:

Q Dlag.C&2,4,2,4D , R = Dliag.C2.2) s
¥ = 0.0 , Lt = 0.0 . t =10 sec.

o H

A fourth order Differentiai Matrix Rlccati Equation C(DMRE) is solved
by integrating equation (112 backward in-time wusing a fourth order
Runge-Kutta method {3] for a step slze di=0.1 sec., with the boundary
conditlions ](th) = 0.0 . The solution of this equation is shown in

flgures (3-ad) and (3-b) C(noting +that, these flgures are plotted
backward in time).

Then, optimal states and optimal controls are solved by using
equations (9 and C10) through s=imilar Runge-Kutta Technique for
substituted Ilnitial conditions XCQ) = [1 1 -1 1}. These solutions

are illustrated in figures (3-c) and {(3-d) respectively.

For discrete linear regulating problem , the fourth order discrete
state model can be deduced from equations (133,140 and (24> for T=0.1

Thiz model will be
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[ 0. 87341 0.0 0.0 0.0
~0. 02821104 ©O. BASO204 0.0 0.0
XCk+1D2 = XCkD

0.07887068 0.0 ©. 975341 G. o

-0, DO2B3IC0DS 0. D7002204 -0, 02021184 O, 838G 04

[ 9. 371201 E-03 o. 0

1. 454803 E-Da o. 0

-+ UCkD 250

4. 103210 E-D4 o, 371201 E-O03

L—ﬂ . 073932 E-08 —1, ddng E~-Od

The dlscrete preblem is solved for the same weighted matrices of the
cost function, the lnitial condltions, and initial and final times as
in the continuocus case. Figures (4-a) and C(4-b) show the plot of the
gain matrlx GCk), and figures (4-c2 and <C4-d2 show the optimal
statesand contrels respectively. All numerlcal calculatlons are
carried out using OLIVETII M240 FPersonal Computer.

Conclusions !

1- The sltuation wherein the process is to be controlled for an
lnterval of infinite duratlon merits special attention. That-is for
completely controllable plant,with zero terminal conditions (W=0.0D,
and constant system and weighting cost function matrices (A,B.E,and
Q are constants), the Riccati Matrlx becomes a constant matrix as

Lr approaches large time (little than 6 seconds in our exampled. Then,
the optimal contrel law is stationary, and the contreller consists

of m—fixed summing amplifiers, each having n—inputs.

2- Responses of continuous and discrete optimal controllers are very
close. But of course, discretization process makeos the resulbs less
accurate Cdepending on the chosen sampling periodd

3- Execution time required to solve the problem is reduced from about

8 minuets in continucus case to about 2.5 minuets in discrete
case. 5o, it is recommended to follow the discrete procedure which
does nott need any integration method C(like Runge-Kutta in
continuous systems),
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