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PRACTICAL STUDY AND IMPLEMENTATION OF AN ISOLATED WORD SPEECH

RECOGNITION SYSTEM

FAYEZ W. ZAKI, SENOT D. SHENODAF, and RM. EL-AWADY

Department  of Communication Enginecring, Faculty of Engineering
Mansoura  University, FEgypt.
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ABSTRACT

The art and science of speech recognition have been advanced to the stale
where it is now possible to communicate  reliably with a machine by speaking to
it in a disciplined manner wusing a vocabulary  of moderate size. It is the
purpose of this paper o present a hardware implementation of a simple real-
time specch recognition system for isolated words. The system determines the
encrgy of the spoken word through a bank of four channels band pass filters.
The output from each [filter is passed  through a rectifier followed by a low
pass filter o provide an average level which is proportional to the total
signal energy within the particular filter band. The encrgy measurements fram
cach channel is then passed to a personal computecr  where a recognition
algorithm program is then executed. The program detects the starting and ending
peints  of each spoken  word, compares the energy features with the reference
stored in the library, and chooses  the most close pattern that matches the
pattern  of the spoken word. Resulls from experiments  conducted by simulation
and by the hardware prototype wusing Arabic speech show that the system provides
recognition  score  between 76 % and 94 %.

I-INTRODUCTION

Speech recognition is the process of automatically extracting  and
delermining  linguistic  information conveyed by a speech wave using computer or
electronic  circuits.  Linguistic  information, the most important  information  in
a spcech wave, is also called phonetic information.

Speech  recognition can be classified  into isolated  word recognition, in
which words uttered in isolation  are recognised, and continuous speech
recognition, in which continuously  uttered sentences  are recognised.  Continuous
spcech  recognition  can be further classificd  inte connected  word recognition
and conversational speech recognition. The former recognises a relatively  small
vocabulary  ailming at recognising each word correctly. On the other hand, the
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latter recognises a relatively large wvocabulary, but focuses on understanding
the meaning of sentences rather than on recognising each word. In
conversational speech  recognition, also «called speech understanding, it is wvery
importanit to use sophisticated linguistic  knowledge.

Speech  recognition can also be classified from different points of view
into spcaker-independent recognition and speaker-dependent recognition  systems.
The former system can recognise speech uttered by any speaker, whereas, in the
latter case, reference  templates must be modified every time the speaker

changes. Since speaker-independent recognition is much more difficult than
speaker-dependent recognition, the former has been used only for isolated word
recognition.

Various units of reference templates from phonemes to words have been
used. When words are used as reference, the input signal is compared with each
of the system’s stored  templates, i.e., sequences of wvalues corresponding 10
the spectral pattern of a word, until one is found that matches. Conversely,
phoneme  based systems  analyse the input into a siring of sounds  that they
convert to words through a pronunciation  based dictionary.

Speech  recognition  provides four specific advantages:
1-Speech  input is easy to perform because it does not require a specialised
skill as does typing or pushbutton  operation,
2-Spcech  can be used o input information three to four timcs faster than
typewriters and 8 to 10 times faster than handwriting,
3-Information can be input even when the wuser is moving or doing cther
activities involving the hands, legs, eyes, or ears, and
4-Since a microphone  or telephone can be used as an input terminal, inputting
information is economical,  with remote inputting capable of being accomplished
over existing telephone networks.

Automatic  speech  recognition  methods have been investigated for many
years aimed principally at realising typewriters and robots capable of
recognising  speech. The first technical paper to appear on speech  recognition
was published by Davis et al [1] in 1952, Research on speech recognition  has
since intensified, and speech  recognisers for communication with machines
through speech wave have rtccently been constructed, although remain of limited
use. Conversation with machines can be actualised by the combination of a
speech  recogniser and a speech synthesiser.

In 1958, Dudley and Balashek [2] reported a ten digit recogniser for
voice dialing of telephone numbers. In 1960, with the growth of digital
computer technology, Denas and Mathews [3] proposed the first isolated-word
speech  recognition  system  using a digital computer. The digital computer
offered a convenient means of applying a wide variety of digital signal
processing techniques  and testing recognition  algorithms. In 1975, Itakura [4]
proposed  two speaker-dependent recognition  systems for isolated words. The
first system had 200 words of Japanese  cities names in the system’s  vocabulary
and provided a recognition rate of 97.3 %. The second system had a vocabulary
of alphanumeric characters (A to Z and 0 to 9) and provided a recognition rate
of 886 %. The two systems were based on LPC and loglikelihood distance
measure. In 1983, Kowk et al [5] reported a recognition system using a bank of
twelve E8-pole band pass filters and MG6800 microcomputer. The features wused were
the amplitude and standard deviation of the filters output. The system  provided

a recopnition rate between 57 % -~ 100 % for a wvocabulary of ten words of
Canionese  digits. In the same year 1983, Bui et al [6] reported an integrated
speaker—-dependent recognition  system  for isolated words wusing a bank of seven

4th. order band pass filters. The [features wused were the energy levels of the
signal.  Recognition rate of the order of 95 % was reported for a small
vocabulary  of fifteen words and ten digits. In 1985, Lau and Chan [7] proposed

a speaker trained, isolated word recognition system based on the zero-crossing

rate and energy level of the speech  signal as features of the utterance. The
recognition rate of the system was 97.5 % for a small wvocabulary of ten words
of Cantoncse digits. Moreover, Morveit and Brodersen [8], reported a large
vocabulary (1000 words) recognition system bascd on special purpose integrated
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circuit and a general purpose  microprocessor. The recognition  algorithm  was
carried out using a bank of 16 band pass filters and dynamic time warping(DTW)
technique.  Recognition  rates between 82.5 % and 92 % were reported. In 1988,
Wei et al [9] proposed  three recognition  systems  for Chinese diphones. Instead
of dynamic {ime warping, linear matching at a few fixed points of word duration
was performed. The first system had & vocabulary  of 59 Chinese phonetic units
and provided a recognition rtate of 76.3 %. The second system had a vocabulary
of 40 monophones  and provided a recognition rate of 95 %. The last system had a
vocabulary of 100 diphones and provided a high recognition rate of 99.5 %.

In 1990, Garas et al [I0] reported a speaker-dependent recognition
system for isolated words using a bank of seven 4th. order band pass filters.
The features wused were the zero—crossing rate  of the signal. Recognition rate
of the order of 85 9% to 90 % was reported for a small wvocabulary of ten Arabic
words.

In 1991, Adznan [11] reported a recognition system for Malay digits (0 -
9) using bank of 8 band pass filters. Each filter was constructed using
swilched  capacitor  4th. order chip MFI(Q. DBased on the energy levels of the
outputs from the filter bank, an average recognition rate of 92 % was reporied
for a small wvocabulary  of ten digits.

I-RECOGNITION SYSTEM  ANALYSIS

Speech  recognition  is, in its general form, a conversion from acoustic
waveform to & written equivalent of the message information.  The nature of the
specch  recognition  problem  is heavily dependent upon the constraints  placed on
speaker, speaking  environment, and message context,

Typically, speech  recognition problem is trcated as a classical patiern

recognition problem. This involves comparing the parameters or features
rcpresenting the incoming utterance with the previously stored prolotype
reference  paiterns  of ecach of the words in the vocabulary, A block diagram of a
general  specch  recognition system is shown in Fig. 1. The function of cach

block is now cxplained.

Endpoint Feature Distance Decision
Detection Extraction Measurment Rule

Fig. 1, General Block Diagram for Speech  Recognition  Systcra.

1-End-Point Detection
The main function of the end-point detector is to specify the region of

the speech  utterance 1o be recognised. Most  end-point  detectors depend on
amplitude  functions and/or zero crossing rates 1o perform their tasks. The goal
of the technique used in this work implies that only simple measurements can be
made on the speech  waveform as a basis for the decision. If speed angd
simplicity  were not major issues, far more sophisticated processing could be
used 1o give beller and more accurate results.  With the above consideration in
mind, the end-point location algorithm [12] that was implemented is based on
simple  encrgy  measurcments and uses simple logic in the final decision

algorithm.
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Fig. 2, shows flowcharts for the end-point location algorithm  uscd. The
energy function for the entire speech  utterance E(n) is computed. The peak
energy (IMX) and the silence energy (IMN) are used to sct two thresholds ITo
and ITU according to the rule

I, = 0.03(MX - IMN) + IMN (1)
I, = 4 IMN (2)
ITL = min (Iy , I) ()
ITU = 5 ITL {4)

b
is Yes
mom 4+ E6) <ImL m=i+1
Ho
15 Yes
2T Ny =1
2
Ho
is Ho
P=iel i"[_,"
Yes
W =N, -1
r
] Done I
Fig. 2(a), Flowchart for the Fig. 2(b), Flowchart for the Ending
DBeginning  Point Inital Estimate. Point Inmitial EIstimate.

Eq.(1) shows Iy to be a level which js 3 % of the peak energy (adjusted for
the silence energy), whereas Eq.(2) shows I, to be a level set at four times
the silence energy. The lower threshold [ITE,) is the minimum of these two
conservative energy thresholds, and the upper threshold (ITU) is five times the
lower threshold.

The algorithm for a [irst guess at the beginning point location 1is shown
in Fig.2(a). The algorithm begins by searching from the beginning of the
interval unti] the lower threshold 1s exceeded. This point 1§ preliminarily
labeled the beginning of the utterance unless the energy falls below ITL before
it rises above ITU. Should this occure, a new beginning point is obtained by
finding the first point at which the energy exceeds ITL, and then exceeds ITU
before falling below ITL. A similar algerithm  shown in Fig. 2(b) is used to
define a preliminary estimate of the ending point of the utterance. The
beginning and ending points arc called N; and N, respectively.
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2-Feature EBxtraction

The simplest form of representation of a speech  signal in a digital
computer requires limiting the spectral bandwidth of the signal, sampling U at
appropriate  rate (typically 8000 to 16000 sample/sec.), and storing each sample
with an adequatc resolution (8 to 12 bits). For speech recognition, it s
desirable to eliminate redundancy in the speech signal  to permit efficient
representation of the essential aspects in the form of parameters and to
simplify data manipulation.  The relevant parameters for speech  recognition  must
be congistent across  speakers, thus they should yield similar wvalues for the
same phonemes  uttered by various speakers, while exhibiting reliable wvariation
for different phonemes. The feature extraction is basically a data reduction
tcchnique  whereby a large number of data points tsamples  of the speech signal)
are transformed into a small set of features.

Metheds  for feature extraction can be divided into parametric  analysis

(PA), eg. analysis by synthesis, linear predictive coding LPC, maximum
likelihood, etc., and nonparametric analysis (NPA), c.g. short-time
autocorrelation, short-time  energy, shorl-time  zero crossing rate, etc. In the

PA, a model which fits the objective signal is selected and applied 1o the
signal by adjusting the feature parameters representing the model. On the other
hand, NPA methods can generally be applied to wvarious signals, since they do

not model the signal, The two most common techniques of NPA are now considered.

a)Short-Time  Encrgy
Most short-time  processing techniques produce parameter  signals  of the
form:

o)
Q(n) = T [s(n)]w(n-m) &)

m==°

where the speech signal s(n) undergoes a transformation T, is weighted by the
window function w{n) and 1is summed to yicld a signal Q{n) at the original
sampling rale. The signal Q(n) represents some speech propertics, corresponding

to the transform T, averaged over the window duration. To the cxtent that w(n)
represents 2 low pass filter, Q(n) is a smoothed version  of Ts(n)). Q{n) in
Eq.(5) corresponds to short-time energy if T is a squaring operation, whereas
it corresponds to average magnitude if T is an absolute  magnitude  operation.

The energy measure  emphasises high amplitudes, since the signal is squared,
while the average magnitude measure avoids such ecmphasis  and is casier (o
calculate. For isolated word recognition, Q(n) c¢an aid in accurale

determination of the end-points for a word surrounded by pauses. In particular
for wvoiced segments Q(n) is generally much higher than that for unvoiced
segrcnts.

For spcech  signal, the short-time energy calculation  may be carried out

as:
o
E(n) = E sz(m)h(n—m) (6)
p——

where h(n) is the impulsc response of a low pass Tilicr given by

n-1 n=xl
O

hin) = (7
0 ; otherwise

and 0 <« << < 1 for stability of the low pass filter. Applying Eqg.(7) into
Eq.(6), gives
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n-1 5 i
B =y  sfm "M ®)
m=-o
It can be shown that E(n) in Eq.(8) satisfies the difference equation
Etn) = o< B(n-1) + s2(n-1) (9)

Eq.{9) is suitable for simulation operation.

b)Short-Time Avcrage Zero Crossing Rate _
The zero crossing of a discrete-time signal is said to occure if

successive samples have different algebraic signs  (i.e. it crosses the time
axis). The zero crossing rate can be used to provide adequate information  at
low computationat cost. Thus the average ZETO  Crossing rate provides a
reasonable way to estimate the characteristics of thc speech signal.

The average zero crossing rate may be expressed as

o0
Z(n) =Z | sgn(s(m) —sgn(s(m—l)}l w(n-m) (10)
m=-0a
wherc
+1 ; s{n) =0
spn(s(n)) =
-1 ; sn) <0
/2N 0 &n g N-I
w(n} = I
0 ; othcrwisc

and N is the window length used.

Since high frequencics imply high zero crossing rates, and low
frequencies imply low zero crossing rates, there is a slrong correlation
between zero crossing rate and energy distribution  with frequency for unvoiced
speech.  This is due to the fact that most of the energy is found at higher
frequencies for unvoiced speech. A reasonable gencralisation is that if the
ZEro Crossing rate is high, ~the speech signal is unvoiced, while if the zero
crossing  rate is low, the speech signal is voiced.

3-Time Alignment and Distance  Measurements

The next step im the recognition system of Fig. 1, is to determine
similarities between  test and reference  patterns  [13,14].  Because speaking
rates vary greatly, pattern matching involves both time alighment and distance
mcasure.  In practice, these iwo operations are performed  simultaneously.

The function of time alignment between  test pattern  T{t) and reference
pattern R(t) is shown in Fig. 3. The goal is to find an alignment function w(t)
which maps R(t) into the corresponding parts ol 'T(t). The criterieon for
correspondence is that some measure of distance beiween the functions DYT,R) be
minimised by the mapping function w(t). Thus the problem is to seek w(t) such
that

'
D{T,R) = min Sd(t,w(t))G(t,w(l),w‘(t)} dt {11)
w(t)
to
where  w{t) is the set of all monotonically incrcasing, continuous

differentiable functions, w1} is the derivative of w{t), d(t,w(t)) is the
pointwise distance from R to T, and G is a weighting function. The problem of
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Eq{tl) is not, in general, solvable so this equation can  be discretised by
letting

T = { T(1), T(2), ... T(NT) } (12)
and
R = { R({l), R{2), ...... R(NR) ) (13)

The optimum timc alignment path is a curve rclaling the m tme axis of the
reference  pattern 1o the n time axis of the test pattern, of the form

m = w(n) (14)

where the constraingd  beginning and ending points of Fig. 3 can be expressed  as
constrainls  on w{n) as

w(l) =1 (15)

w(NT) = NR (16)
Several  techniques  have been proposed  for determining  the alipnment path w,
including linear time alignment, time event matching, correlation maximisation,

and dynamic time warping [13]. In this study, we adopted the lincar time
alignment  of the f(orm

mneW i)

Rim}

] H

TFig. 3, Simple Timc Alignment

m = w{n)
(NR - 1) :
= (n-1) === + | (17)
(NT - 1)

After the time alignment is applied to normalisc the reference and test
patterns, a frame by frame distance measure is carried out to make a decision
about the spoken word. The most commen technigques  for distance measure  are
Euclidean  distance, covariance weighting,  spectral distance, aned LPC
loglikelihood measure  [l4). The Buclidean distance measure used in this work
may be expressed as

DTR) = [|[T-R||

ST -y 08)
1=0

where T, and R, are the ith components  of the vectors of the test and reference
patterns  respectively.
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4-Decision Rule for Recognition

The last step in the speech recognition  system of Fig. i, is the decision
rule which chooses the most close reference word that maich the unknown test
word. Although a variety of rules are applicable, only two decision rules have
been widely used in most applications.  These are the nearest neighbor (NN) and
the K-nearcst neighbor (KNN) rules.

The NN rule operates as follows: assume the reference pattern vector R;,
i=1,2,...V, where V is the vocabulary size, and for each pattern, the average
distance  score obtained by the distance measurc is D;, then the NN rule is
simply

i = argmin  {D;] (19)

1

i.e., choose the pattern Ri’ with smallest average distance as the
recognised pattern.

The KNN rule is applied when each reference word is rcpresenied by two or
morc reference  patterns.  Thus if there are P reference patierns  for each of V
reference  words, and we denote the jth occurrence  of the ith pattern as Rij'
1l «<i <V, 1t <i< P, then if we denote the distance measurc for the Jjth
occurrence of the ith pattern as Di 2 and if we rcorder the P distance of 1the
ith word so that )

then for the KNN rule we compute the average distance (radius) as

and we choose the index of the recogniscd poattern  as
.' s
i = argmin { r; ] (21)
i

II-SYSTEM SIMULATION

To design and construct  the recognition  system  introduccd in this work,
computer simulation has been carried out first. The results obtained from this
simulation  provided the base plate for the hardware implementation of the next
section.

The data uscd in simulation  experiments  were prepared as follows:  analog
specch  signal  from a dynamic microphone is band pass filtered from 200 to
3200Hz, sampled at 16 KHz, converted into digital form wusing 12-bit high speed
A/D converter, and stored on floppy disks. Two sets of Arabic words were used.
The first set consists  of the Arabic numbers ( —8pw—85w_Bused Heo T _gayn o ta -1y
3 fe _Beus _dpitetjand the sccond  set consists  of the Arabic words [ulv ¢ geer ¢ il o L
i ¢ I ¢ g ¢ pre o € G8) The duration  of each word is limited to one second.
For a given speaker, threc versions  of ecach word were stored on the floppy
diskettes, so that a vocabulary size of 60 words was available. The simulation
procedure is shown in Fip. 4.

Here, for cach ulterence of speech, an cnd-point  detection  program  is
called 1o specify the starting and ending points of the utterance. In the next
step, the speech data is applied to a bank of band pass 4th order Buftterworth
digital filters, rectifiers, and smoothing low pass filiecrs for feature
extraction. The last phase of the simulation procedure is carried out through
the recognition  algorithm  (Euclidean  distance  and decision  rule) program.
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r_— Record of speech
{ :

]

End-point detection I

Digital filter-bank

Feature extraction 1

Recognition algorithm

Recognized word

Tig. 4, Sequence  of Simulatien  Procedure

A series  of simulation  experiments was  performed  using  diffcrent  feature
sels (e.g. encrgy, absolute magnitude, zero crossing, and combination of both),
variety of filter bank order, and filter spacing. The results are shown in
Table 1. From which, it can be concluded that the recognition  system  based on
short-time energy ot shori-time absolute magnitude provides the highest
recognition rate as compared to systems based on either =zero crossing rates or
hybrid combination of both e¢nergy and =zcro crossing  rate.  Although, the 15th
order [filter bank provides the highest recognition rate, it requires  very high
computation complexily. The 4th order Tilter bank with an octave filter $pacing

reguircs  much less computation complexity and provides a comparable recognition
rate  to the 15th order filter bank.

Table 1, Recognition Systems  Performance as a Function of Filter Bank Order,
Filters Spacing, and Fealure Scts.

Filter Bank -‘ Recognition  Rate %
No. of | Filter Feature Sets
Channels | Spacing e - -
Energy & Absolute Zero Energy & Zero
Magnitude Crossing Crossing

3 Uniform T % 60 % 53 %

4 Uniform 82 % 77 % 67 %

5 Uniform 88 % 60 % 67 %

19 Uniform 88 % 60 % 71 %

L5 Unifarm 94 % S0 % 67 %

30 Uniform L 88 % 45 % 67 %

| Octave ' 88 % | 60 % 88 % _1
1/3 Octave 38 % 60 % 76 %

12 Nonuniform 88 % 60 % 71 %

Taking advantage of thc above resulis, a speech recognition  system  based on
short-time  absolute magnitude  and 4 channel octave  spacing filter bank is

devised for implementation. The cul off frequencies for this filter bank are
shown in Table 2.
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Table 2, Filter Bank Cut Off Frequencies

Channel Cut OIT Frequencies
Mo, == -H ———————————————————— ]

f, (Hz) f, (Hz)

1 200 400

2 400 800

3 800 1600

L 4 1600 3200

IV-HARDWARE IMPLEMUINTATION

A block diagram for the hardware implementation is shown in Fig. 5. As
shown the system  designed  consists  of three parts, analog signal processing
card, A/D card, and personal computer fo run the recognition algorithm  program.

1-Analog Signal Processing  Card

Fig. 6 shows a circuit diagram f{or the analog signal processing card. In
this figure, jinput speech signal from a microphone is amplified 1o the required
level through a two-stage preamplifier built around the dual Op Amp IC LF 353.
This amplifier also provides isolation buffering between the microphone and the
filter bank. The output from the preamplifier is then applied to the filter
bank and the rectifier. The fillter bank (four channcls each consists of a 4th
order multiple feedback  band pass  filter [15]) is one of the NPA techniques
mentioned  previously. The band pass filters in the filter bank are arranged so
that the center frequencics are distributed with equal intervals on the
logarithmic  frequency  scale (see  Table 2), so that the -3 dB points of the
adjacenl  filters coincide.  The output of each band pass filter is rectified,
smoothed by an RC low pass filter, and then applied to the A/D converter. The
RC time constant is chosen to be 0.0lA4y sec. to satisfy a 50 Hz cut off
frequency for the L.P.F.

200- 4008z RECT. &
. —
L B.R,F, ) PR S

!__) §00- 8000z RECT. &
—* —>

B.P.F. L.P.F.
GPZECH
PRE- A/D COMPUTER
— s —
BIGNAL | AHPLIFIER
B0C¢G-1600H= RECT. b RECOG ISED
- > Lo
B.P.F. L.R.F. WOoRD

1600~32008H:=z RECT. &
—9’ - —
B.P.FP. L.P?P.F.

Fig. 5, Block Diagram for the Spcech Rccognition  System.
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Fip. 6, Circuit Disgram of the Analog Signal Processing  Card.

2-A/D Interface Card

The second part of the recognition system is the A/D interface card. This
card is used to convert the energy measure information fo a suitable form for
processing  using & personal  computer.  The A/Dcard used is the uCDAS-8PGA {16]
from Metra Byte. It is a high speced  12-bit successive approximation AfD
converier  with conversion time of 25 asce( 35 psec.  typical). It has 8 analog
channels, only 4 of them are used. The full scale input wvoltape ranges from -5
V. to +4.99 V., which is suvitable to the output from the filter bank.
3-Microcomputer  and the Rceognition  Algorithm

The final part of the system implémentation is the design of a computer
program to perform the function of the recognition  algorithm. All programs  used
are written in Quick Basic {17). The first program rcads the data from the A/D

at g rate of 1024 sample/sec. for each channel and store it in the compuier
memory as a iwo dimension array. The second program  pecforms  the end-poiat
detection  discussed previously. Due to wvariation in speaking time of each
version of the same utterance, resegmentation of the data is necessary. In
this process, a fixed number of scgments is assigned to cach word (typical

values uscd were 128 seg./word).

Finally, 1the Euclidean  distance mcasure is applied to compare the
features of a tlest ward with a set of refercnce features stored in the memory.
The program concerned estimates the minimum distance between the test word and
the reference words, then decides which word was spoken. A flowchart for the
recognilion  algerithm  software is shown in Fig. 7
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IV-EXPERIMLNTAL RESULTS
Two sets of vocabulary  were stored in the memory. These arec the Arabic
numbers  (dofhe —denz d—-ft_h cBae LB Beed _Beo,l _BAgS  ont20 —seds )

and the Arabic words (<M ¢ J—’l‘t_;—!" C—u—-‘wiuy:‘,l__.co_....;ul,.‘rl,.i}
For each word in the first vocabulary  set, thirty test were conducted, whereas
twenty five tests were conducled for each word in the second set. The results
are shown in Table 3.

Table 3, Performance  of the Hardware Prototype Recognition  System

[ Vocabulary  Sct [ lr Vocabulary  Set I ]
Word No. of |Aver. Recognition Word No. of JAver. Recognition
Tests Rate Tests Rate
________ g U, SN I S
Ay 30 86.7 % ) 25 84.0 %
o= 30 93.3 % il 25 80.0 %
Y 30 86.7 % Ve 25 76.0 %
A 30 93.3 % ) 25 84.0 %
HI 30 90.0 % 3 25 80.0 %
- 30 86.7 % S 25 84.0 %
i 30 83.3 % & 25 88.0 %
Ll 30 83.3 % treles 25 80.0 %
s 30 90.0 % ] 25 84.0 %
3t 30 86.7 % FwY 25 76.0 %

It can be secn from table 3, that the recognition rate C(or the first wvocabulary

set varics between 833 % to 93.3 % wilth an average of 88 %. On the other hand,
the recognilion rate for the second vocabulary  set varies between 76 % to 88 %
wilth an average of 81.6%. These resulls arc close to those obtained by computer

simulation  (table 1). The marginal difference between the resulis obiained from
the hardware prototype * and the computer simulaiion may be due to varialions in
recording  environment, time alipnment, and tolerance in hardware components
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V-CONCLUSIONS

An isclated word speech recognition system based on different feature sets
have been considered  in details in this paper. The system based on measurements
of energy has been demonstrated to bc superior to those systems based on zero
crossing rate and hybrid combination of energy measure and zere crossing rate.
Morcover, the Tfealures are extracted using a bank of band pass filters,
rectifiers, and low pass filters. Four channels, 4th order band pass  filter
bank with an octave spacing is found to provide the highest recognition  rate
and lower cost as compared o those systems reported in [i0] and [I1].

Computer  simulation as well as design and implementation of the
recognition  systerm  were developed.  The implementation consisted  of an analog
signal  processing card for features extraction, a 4 channel A/D converter to
transfer the features to the microcomputer, and a computer program to perform
the end-point detection, distance  mcasure, and decision rule. The recognilion
ratc obtained from thc hardware prototype varied between 76 % to 93.3 % when
two scts  of small vocabulary size Arabic words were used.

Since it is a speaker dependent recognition  system, it may be suitable
for applications in machine control by wvoice, aids for handicapped, and in
consumer products like watches, clocks or toys.
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