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ABSTRACYT

This paper presenis speaker identification system using neural network iechnigues
similar to that reported in [7] bt with differeant type of neaeal networks. The results have
shown it using a leed-forward neural network in classifiention stage has improved (he
pereentage of correet classitienfion. 10 reaches 97.5% comparved o Y3.72"% correct

classification obtained in |7).

Accepred May 7, 2001
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L INTRODUCTION

lie problem of resolving the identity of a person can be eategorized o two

fundamentaily distinct types of problems with differcut inhereut complexitics: (i)

verification and {ii) identificarion. Verification (authentication) refers 1o the problem
I confirming or denying a person’s claimed identity (Am | who | elaim I am?}. idewtifieation
Who am 1?) refers to the problem of establishing a subject’s identity. A relinhie personal
demtification is critical in many daily transactions. For cxamyple, access control to physical
acilities and computer privileges are becoming increasingly importani to prevent their abuse.
lhere is an increasing intevest in inexpensive awd reliable personal identification in many
-merging civilian, commercial, and financial applications,

Typicallv, a person could be identified based on (i) i person’s possession {(“~vwnething
hat vou possess™), e.g.. permit physical access to a building to all persons who identity could
w uthenticated by possession of a1 key: (ii) person’s kuowledge of n picce of informarion
“something thut von know™), e.g., permit login itccess to a system (o a person who knows the
wer-td and u pussword assoeiated with it Another approach 1o positive identificatinn is hased
n idemtifying physical characteristics ol a person. The characteristics could he cither a
erson’s behavioral characteristics, e.g.. voice and signature or his physiologieal truits, e.g.,
ingerprints. hand geomelry, ete. This method of identilieation of & person hased on his/her
whavioral/physiological  characteristies s called  biometrics,  Since  the  Diological
haracteristics canm not be forgotten (like passwords) and can wot be easily shared or
nisplaced (like kevs), they are generally considered 1o be a move relinble approach (o snlving
he personmal identification problew |3].

Although, bionetrics ean not be used to establish an absolute “ves/uo™ personal
dentification like some of the traditional technologies, it can be used 1o nchieve a “positive
dentification™ with a very high level of conlidence. Recently, biometries technology has
cceived n great deal of attention. Tt ix clvimed to be the ultimate technology for antomatic
wrsonal identification 6],

Yoice identification is considered as one of the most recemtly important biometric
lentification methods. Most autowatic speaker identification systems [ASIS| have the hasie

tructure shown in Figure 1.
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Figure 12 Block diagram of the
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Firstly. this paper presents the pre-processing siage (sec, 2) using quaiitization
followed by spectral preemphasis, framing and windpwing. Then, the leature extraciion stage
(sec. 3) is done using Iwo techuiques. These are time domain analysis and Mregueney domain
analysis. Then, the time alignment st:ige (sec. d) is done using linear time alignment algorithm.
Finally, the classification stage (sec. 5} is presented n¥ing feed-Torward neural networks and
then. the results were compared with those obhtained in [7] with different 1ype ol neurad

network.

2 PREPROCESNSSING MODULE
This stage consists ol the following parts:
2,1 Quantization

ln ity original meaning, quantization is the step of passing from a continuous to i
discrete variable. like in analogue-to-digital signal conversion. More generally, this term cian

be used to any method decreasing the precision of representation by eliminating pari of the

informatinn |2].

2.2 Spectral Preemphasis:

Precmplisis is used to spectral Matten  the speech sigaal to veduce the coupatational
- instability associated with finite precision weithmetic | L], B S() is the speeeh sigual, then the
spectrally (attened signal SP{n) is given by

SP) = 8- A St 1) (n
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where Ais the preemphasis coeffictent and usually vauges from 0.95 (o 6,99,

2.3 Framing:

The speech is non-stationary process over lime as if is generated by time varving mgveinents
of 1the articulators and vocal tract. To extract Feature vectors, the specch signal is seginented
into small frames that can be assumed to be stationnry. Consecutive trames are overlapped to
provide smoothing [2]. ln the present work the speech sample is segmented into 60 mxs lengrhs

with 50% overlapping. See Figure 2,

ettt () I l
seRmen! IL___.l
segment 2 ___l

Frgure 2: Franming wath 30% overlapping

24 Windowing:

In order (o minimize the adverse effect of chopping samples section aut of the running
speech signal, a smoothing window W(n) is used [9). A typical smoothing window is the
Hamming window |B] defined as:

72 N
Wi} - 0.54-046 cog -

T (2)

*
where N is the number of speech samples per [rime.

3 FEATURE MEASUREMENT MODULFE
Feature extraction is done using two analyses:
)1 Time domain analysis

In this subsection there is a sel of useful features that are turned as time domain
features,
201 Shori-Time Average Magnitude:

It was observed that the amplitude of the speech signal varies appreciably with time, In

particular, the amplitude of unvoiced segments is generally mmrh lower than that of voiced
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segments. The short-time average magnitude AM ol the speech signal provides i com enicnt
representation that reflects these amplitude varviations [9]. The AM is penerally delined as:
s 3)
AML = EZ‘V!IH]‘

where x{m) is the m" speech samples, and N is the number nl specch samples per {rame.,
3.1.2 Zero Crossing Rute:

The rate, which zero crossings oceur, is a simple measire of the frequency coalent of o
signal {especially narrow-band sigaals) |1]. Ito and Donaldsen summarize some nf the
previous trials that used ZCR in speech analysis. The ZCR is generally defined as:

. I <
ZUR =

Z|Sg"["'(”’)] —san [r(m - l)] 4)

2-N &=

where,
sgnl_r] =1 v =
=1 X<

x(m) is the m' speech sample, and N is the nn. of samples per {rame.

3.2 Frequency Domain Analysis:

Most useful parameters in speech processing are found in the frequency domain
representation ol the signals. The vocal tract produces signals that are mnre consistently and
easily analyzed spectrally than time domain. Most of the speech analysis algorithms lzis ¢ been
dgne in the frequency domain such as linear prediction coefTicient analysis,

Lineur Predictive Coding:

Linear predictive coding (LPC) provides an altetnative method (o processing speech hy
calculating spectral energy peaks. LPC uses a lincar combination of the previous P dira to
predict the value of the current sample Il)l,? That is

xlry=3a xlr=s)+ oln) (5)
where, a
P is the mrder of the predicror.,
e(n) is the prediction error in the nth speeeh sample.
ls1s A2..00up] e the prediction coefMirients.

In the present work 6 Lincar Predictive coeficients are used.

-
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4 TIME JLIGNMENT TECHNIQUES:

Two of the major prahlems in speaker identification systems have been due to the
Nuctuations in the speech pattern time axis and spectral pateern variation, Speech is greatly
alfeeted hy differences in the speaker such as age and sexes as well their phusical and
psychologieal condition, The length of the input pattern to the uenral network in guestion is
eonstrined hy the number of input neurons to the neural network since this type ol netwark
architecture eannot be varied onee trained. The input pattern veclors must be modilied ta fi(
the neural network while still retaining all their diseriminating leatures,

Several lechnignes have been proposed lor determining the alignment patle including:
Linear time aligument, Time event matching, corrvelation maximization, and Dynamic time
warpiog. This paper applies Dynamie tinie warping teehnique |10].

The purpese of Dynamic Tune Warping is to compute a non-linear mapping ol one

signal onto another by minimizing the distances between the two [1]. See Figure 2.

-~ =

f’l
o — -y ’l‘
!
., ]
. Lf’ﬂl i
al alZ al aN
A

Figure 2 Dynamic time warping

between two signals, A and B

The Dynamic time warping algorithin consists ol the following steps:
Assume A (i) where i = 1,2,.N sample and B (j) where j= 12..¥ sample are the
reference and input signals eespectively.
I. Construeting the Local Distance Matrix (LDM). The value: m LALD wanld he 1LDM
(1, j) where
LOM (3.0} =(8{s) Al) (6)
where i=1,2...N and j=1.2...M
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2, Conxtructing the Accwmnulated Distance ¥Matrix CADMY The vadues in AMD would be
ADM (j.i) where
ADMEOT) = LOMLD (N
ADM(p )= LM G0+ min{ADM o= 1ADDMy - Li= 1L ADM s - 1 - 1)) (8)

where (j.i-1), (j-1,i-1), and {j-2,i-1) are neighhoring poiuts of the point at (j,i) as defined in

Itakura method. See Figure 3

Guic1) o (i)
{j-1,-1)

(-2i-1)

-

Figure 3 neighboring points as

defined in lrakura method

3. Derive bext path. w, by travelling through the cells with the lowest accumulated
distances in ADM, starting at w{N)=M and working back to w{1}=1, n{i) will he the indices
of input signal to use to shrink/streteh it to referenee length.,

4, Once the path has heen traced out, the siguals can be mapped onto each other in the
following way:

e _warped B AM) = Blwlr)) "

5§ CLASSIFICATIONS

One of the most challenging, powerful and robust systemas introduced in ihe past few
vears, are neural networks. The term newral network orviginally refevved o nerwaork of
interconnected mneurens. The nclivation for using the neural networks in <o many
applications is mainly due to high degree of parallelism associated with them due to their
arrangement and structure ol neurons.

Neural networks with different arehitectures have heen successiully used in recent years
for \he identification and control of & wide class of uon-linear systems |3.4].

Using multi-element feed-forward neural networks, a proper choice of the weights, the
separating houndary in pattern space can be establisbed to satisfy move combinations af

input/owiput relations and hence, more capacity. see Figure 4,
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Figure 4. An example for a two-laver leed-forward network

with N inputs, M outpurs and a hidden laser

The designed leed-forward neural network has three layers; an inpat layer. an gutput
laver. aned a hidden layer. The input layer consists of 8 neurons corvesponding to the number
of features. Instead of using 4 neurons in the outpul layer for 4 difTerent speakers (the target
activations were 0.0 for all output modes except for a 1.0 on the node representing the given
class), this paper uses 2 nenrouns. This can be accomplished using hinary numbers (00, 01, 10,
and 1T). The hidden layer is thought (o consist of 13 neurons to oboain best resulis. | he initial
learning rate was 0.1, Figure 5 shows the learaing curve of the ueural network.

Performance is J Od8& 1e-0@7
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6 EXPERIMENTAL RESULTS
The speakers’ database used in this experiment consists of 240 records for 4 dilferent

speakers (2 males, 2 females). Each speaker has 10 different records for the arabic digits
(g o gy W et Al )
Table 1 and Figorce 6 shows the percent of correct classilication Tor each speaker. | e vesults

obtained sbow that the percemtage of correct classification has becn improvel. Typieal

average correct classification accuracy reaches 97.5% compared (o 95.72% obtained hy [7].

eaker 12 P 3 PE
Speech -
1 9 10 T 10 |
2 10 10 i0 w0 |
S R 10 10 9 )
4 10 10 10 10 ‘
5 10 9 10 1w .
6 10 v 1, 1o
" Toal 59 8 | s | 60
" “Percent | 98.3333 | 96.6667 | 96.6667 | 100.000 |
Table ! Final Results
101
FLA 17 1]
3
5 99 L
= ag
: 0 B
“ 97 T— L
o
2 9% 4+ . |
95 o T 1
! 2 3 g

Speaker pumibe

Figure 6 Ssystem chart of results
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7 CONCLUSION
Automatic speaker identification is one of the most widely and accepted identilication

technigues nowadays. The proposed systemn uses Teed-fTorward ncural netwerks in the

classification stage so: the correct classification accuracy reaches 97.5%. This vesalt is hetier

correct tdentification ratio compared to 95.72"%, obtained in [7]. The technique sbow promise

and the finding can be considered as a guide for future stndies,
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