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OPTIMAL ACTIVE AND REACTIVE POWER DISPATCH AND
EXCITATION SYSTEM CONTROLLER DESIGN USING GENETIC |
ALGORITHM
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Abstract: Power sysiem economical operation consists of rwo aspects: active power regelation and
reactive power dispatch. This multiobjective optimization problem is solved in this paper as two
subproblems: P- and Q-problems. The solution is applied to an IEEE 14-bus system using Genetic
Algorithm (GA). Additionally, an exciter system [ead-lag controller and feedback compensator
parameters are also optimally selected using GA.

Keywords: active power dispatch, reactive power dispatch, genetic algorithm, excitation system, feedback and
feedforward control.

Symbols:
C, - Total fuel cost.
C; : Fuel cost of generating unit i.
n, : number of generating units.
o, B, i - coefficients of heat rate curves,
P; : active generated power of unit i.
Pp - power demand
P, : power loss.
P\tminy , Pitmayy * Min. and max. generated active power limits for unit i.
Qg : reactive power generaled of unit L.
Qgitouny » Qgamany - Min. and max. generated reactive power limits for unit i
Vp load bus voltage.
Vimin) » Vouray © Min. and max. limits of load bus voltage.
V : bus vollage in pu.
& : phase angle in degrees.
Pioas . Pgen - load and generated active power, respectively, in MW,
Quoad - Qgen © l0ad and generated reactive power, respectively, in MY AR
VCPI: Voliage Collapse Proximity Indicator.

1. INTRODUCTION

Power system economical operation consists of two aspects: active power regulation and reactive power
dispatch. This forms a multiobjective global optimization problem of a large-scale industrial system. This
problem is considered as rwo separate problems: P- and Q-problem. The P-problem is to reguiate active power
outputs of generators to minimize fuel costs. The Q-problem is to control voltages of PV {generator) buses and
tap-sentings of under load tap changing transformers besides using some VAR compensating elements to
minimize network power loss. Solving these problems is subjected to a number of constraints such as [imits on
bus voltages, reactive and active power of power resources and number of controllable variables, etc [1).
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Conroiling the generator excitation voliage through the automatic voliage regulation (AVK] system couid
control the voltage magnitudes at the PV buses. That is why it is important to design high performance excitation
controllers to guarantee a good nnd fast response of the excitation system.

[n this paper, the problem of power economical operation is solved in two stages using GA. The first stage
deals with the P-problem and the second one deals with the Q-problem. A standard [EEE 14-bus system has
been employed to carry out the simulation study. The GA performs very well in such a system for both active
and reactive power dispatch and gives satisfactory resubts within a reasonable search time. Compared with the
original IEEE 14-bus system described in [2], the proposed method gave much better results considering the
network power loss and constraimts vioiations. Finally, a GA search is made to detertnine the parameters of a
lead-lag controller and a feedback compensator in the excitation system. The selected parameters offered a very
good, stabie and fast response of the cxcitation system.

2. GENFTIC ALGORITHM

Genetic aigorithms are inspired by the mechanism of natural selection, a bioJogical process in which
stronger individuals are likely be the winners in a competitive environment. They presurne that the potential
solution of problem is an individual and can be represented by a set of parameters. These parameters are
regarded as the genes of a chromosome and can be structured by a suwring of values in binary form. A positive
value, generally known as fitness value, is used o reflect the degree of “goodness” of the chromosome for
solving the problem [3).

The algorithm starts from an imitial population generated randomly. {Jsing the genetic operations
considering the fitness of a solution, which cormresponds to the objective function for the problem generates a
new generation is generated. The fitnesses of solutions are improved through iterations of generations. When the
algorithm converges, a group of solutions with betier fitnesses is generated, and the opumal solution is obtained
[4,51.

Some of the main components of GAs are:
1. Coding: representing the problem at hand by strings.
2. Initialization: initielizing the strings.
3. Fitness Evaluation: determining how fit is a string.
4 Selection deciding who mutes.
5, Crossover: exchanging information between two mates.
6. Mutarion: introducing random information.

1. Coding:
Each individual in the popufation consists of a number of parameters equal 10 the number of weak buses .
Ezch parameter is binary coded to form the chromosome. The value of each parameter expresses the size of
VAR source placed a1 the selecied bus.
2. Initialization:
Fair coin tosses are used to initialize all binary coded strings forming the unrated population
3. Fitness Evaluanon:
All strings are evaluated with the same fitness function. The fitness function :ncorporates the objective
tunction, i.e., the total cost of 1the proposed capacitor placement scheme with the cost of real power loss and
cost penalties if a string violates any of the constraints. In this way a rated population is formed and GA
proceeds such thar the fitness function is maximized and, consequently, the objective function is minimized.
4. Selection:
The rouletie-wheel selection secheme is used. Each siot on the wheel is paired with ga individual in the
population. The size of each slot is proportional to the corresponding individual fitness. In such a scheme, a
finer sirirg receives a higher number of nffspring and thus has a higher chance of surviving in the
subsequent generation
Crossover:
Given a crossover probability, simple crossover is performed 1o exchange information between strings. In
the proposed algorithm singie-point crossover is performed.
6. Aduation:
Given a mutation probability, randam alteration of genes in a string may occur For a binary coded string, a
mutation represents a simple hir change.
7. Corvergence / Termination of the GA:
When the maximum allowable number of generations for the GA is reached the best solution found so far is
returned.

w
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Fig. | shows a complete cycle representing one generation of the search: [6]
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Fig. 1: General procedure for all evolutionary computations.

3. PROBLEM FORMULATION

a._ P-Problem:

One type of bus in the power flow was the voltage-controlled bus, where the real power generation and
vollage magnitude were specified The power flow solution provides the voltage phase angle and the reactive
power generation. In practica) power system, the power plants are not located at the same distance from the
center of loads and their fuel costs are differemt. Also, under normal operating conditions, the generation capacity
is more than the total load demand and losses Thus, there are many options for scheduling generation
Production costing models are widely used in the electric power industry to forecast the cost of producing
eleciricity. These forecast are used as inputs in financial planning, fuel management, and operationai planning.
The production cost over a given time interval is a random variable because it is dependent on several uncertain
quantities such as the avaifability of generating units, lcad and fuel prices {7]. The power output of any gencrator
should not exceed its rating nor should it be below that necessary stable operation. Thus, the generators are
resiricted to Yie within minimum and maximum limits However, in a large intercannected retwork where power
15 transmitted over long distances with low load density data, transmission tosses are a major factor and affect
the optimum dispatch of generation. The economic dispatching probiem is to minimize the overall generating
cost C;, which ts a function of plant output {8]

CeL Ci =Z(e*: P P))

Subjected to the constraint that the generation should equal woral demands pius [psses,

Epi = PD +Pp
Satisfying the inequality constraints, expressed as follows,

P‘m) LY Pi SP‘"‘.‘) = ],..,ng

b O-Problem:

In an interconnected power system, the objective is to find the real and reactive power scheduling of each
power plant in a way as to minimize the operating cost. This means that the generators real and raactive power
are allowed to vary within certain limits so asto meet a particular load demand with minimum fuel cost [7]
Reactive power dispatch is an optimization method to determine the reactive power required whose results allow
some objective to be achieved. The control variables will be the terminal voliages of generators. The dependent
variables are the reactive power of generators Q, and the voitage of loads Vp,.

The objective is to minimize the transmission real power losses which in tum minimizes the fuel cost of
generators where the generated power includes both the power demand and power loss [5].
The objective function will be,

Min ﬂa — Ploss
Subjected to the following inequality constraints,

‘Q,;](nuﬁ)S ng < Q;—(n'.'-:\') i=1. g

VD(mm) < Vn < Vum)
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4. TEST RESULTS

The TEEE 14-bus system under study has four voltage controlled buses { bus 2, 3, 6 and 8). Table 1 contains
the generators data.
The allowable limits for generator terminal voltage are E,=1.0- 1.1 pu and the allowable limits of toad bus
voltage Vp =0.95 - 1.05 pu.

a _ First Stage (P-Problem):

The parameters chosen for the test were as follows:
Population size =~ 50
Max. generation = 50
Crossover probability = 0.9
Mutation probability = 0.001
The number of parameters is 5, expressing the number of generators including the generator at the slack bus.

b Second Stage (O-Problem).

The parameters chosen for the test were as follows:

Population size =20

Max. generation = 20

Crossover probability = 0.9

Mutation probability = 0.001
The number of parameters are 4, expressing the voltages of the PV buses.
Table 2 shows a comparison of the results before and afier active and reactive power dispatch. Fig. 2 shows the
power loss in the system before and after power dispatch.

Table 1: Generators Data

Qmn Qs @ | B r ]
- - 143.0288 [0.7154 0.00473
-40 50 81.1364 133272 0.060876
] 40 81.1364 13.3272 0.00876
-6 24 118.9083 37.9637 0.01561
5 24 118.9083 379637 0.01561

Table Z: Results Comparison

Before dispatch —L After dispatch

""Min. load voltage 0.923 0.979

| Max. load voltage | 1.036 1.045
No. of Vp viclations 4 l

[ No. of Q, viotations 4 2
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Fig. 2: Power loss through 24 hours
5. EXCITATION SYSTEM CONTROLLER DESIGN

Power system stability involves voltage stability in which a constant voltage can be restored and maintained
even when changes in load occur. Tt also involves power siability in which the power perturbation that arises
between generators that are operating in parallel ts quickly suppressed and a constant power can be maintatned
It is necessary to sufficiently guarantee both types of stability, taking the most severe operating conditions into
consideration,

The approaches 1o improve power system stability include methods of Improving the main circuits by
increasing the system voltage, construction of additional power transmission lines, installation of series
capacitors, instailation of SVC (static VAR compensator) and so on and the method of generator exciter control.

Although the main circuit improvement approach is a fundamental measure, the scale of recenstruction is
very large. The control approach, on the other hand, makes it possible to extract the maximum capability of the
generator by improving the control algorithm, which has a very large economical effect {10].

The basic finction of an excitation system is to provide direct current to the synchronous machine {ield
winding. In addition, the excitation system performs control and protective functions essential to the satisfactory
performance of the power system by controlling the field voltage and there by the field current. Excitation
systems comprised of elements with significant time delays have poor inherent dynamic performance This is
pariicularly true of dc and ac type excitation systerns Unless a very low steady-state regulator gain is used, the
excitation control (through feedback of generator stator voltage) is unstable when the generator is on open
circuit. Therefore, excitation control system stabilization, comprising either series or feedback compensation, is
used to improve the dynamic performance of the control system [Il]. A series lead-lag compensator is
introduced in the AVR system to deai with the time delay ( stuggishness) of the system. The transfer function of
such a compensator wilt be as follows.

Gu(s) = (1+sT.) / (1+sTy)

To damp the oscitlations and overshoot of the system dynamic response a feedback compensation is used.
The most commonly used form of compensation is a derivative feedback having the following transfer
function’
Ge () =sKp/ (1+ 5Ty
Fig. 3 shows the overall excitation system and generator with the two compensator described
It is required now to determine the parameters of both compensators to satisfy a certain objective function.
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Fig. 3 ; The overall excitation system and generator

6. CASE STUDY

The excitation system used for this application is the IEEE ACIA type described in {9]. The test parameters
were as follows:

Population size = 140

Max. generation = 100

Crossover probability = 0.9

Mutation probability = 6.001

The objective was to minimize the error sum.
Obj. func = Zerror

The results were as follows:

Te=11641 Tp=033

K;=0.0002 T;=996

Fiz. 4 shows the svstem steo resoonse before and after compensation.
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a. before compensation b. after compensation

Fig. 4: Step Response of Excitation System

7. CONCLOSION

The optimal ecoromical operation of power system is a giobal optimization problem of noncontinucus
nunlinear function ansing from large-scale industral power systems. The conventional optimization
algonthms have been applied with many mathematical assumptions, but not powerful enough to deal with
this problem. The proposed genetic algorithm developed especially to be coupled with power flow
computation has been evaluated on IEEE 14-bus network. The GA method is able 1o undenake giobal search
with a fast convergence rate and a feature of robust computation. From simulation results, a great saving of
active power and less violations has been obtained using GA. Also, a good transiemt and steady-state
response excitation system has been accomplished by introducing feedback and feedforward compensators
designed using GA.
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Hp (Rp)=F( R, s, 2xs1, 1) (4)
im (Ro) = (R Usz, 252, 0) ()]
Losam (Rim) = F( R s 1/(1.5x82), 0, Po/2) (6)
Hum (Ro) = (R Vs1, 283, Po) (7
Hw(B)=f(B; 12,4,0) (8)
s (BY=F(B;1/3,0,5) &)
tw (BY=f(B;1/2,4,10) (10)
g (D)y=£(D;1/800, 1600, 0) (1D
Ld (D) =f(D; 1/1200, 0, 2000) (12)
g (DY=/(D; 1/800, 1600, 4000) (13)
Heor (R =f(Re; 1/ 53, 2x83, Mp) (14)
o (Re)=f(Res U sy, 83, 0.25x(Po - Mo)+ Mp) (13)
# e (Re)=f(Re U 83, 53, 0.5x(Pg - Mo)+ Mo) (16)
Hes(RY=F(Re; U sy, 83, 0.75x(Po - Mo)+ M) (17)
s (R =1(Re; 1 sy, 2xs3, Po) (18)
where 5| = (1-Mg)/ 5, 53=Py/ 5, and §3 = (Py- Mo)9.
The rule structure for the fuzzy capacity allocator is described in Table I.
TABLE |
Rule Structure for The Fuzzy Capacity Allocator :
R, R, B! DI R]|R R,| B  DiR|R R,'B|DIR
L | L L L ¢ ™ML L Lig|H LoL LG
L L L Mg | M| L L M ¢ | H L L M
L L L H ¢ | ™ L L H ¢ | H L L H .G
L L M L ¢|m L M L G| H L M L G
L L' M M ¢ |m™M L M M G |H L MM
L L M H (M L M| H C/|H L M'H
L L H L |G M L H L ¢ | H L H i L C
L L H M| oM L H M & | H L H M
L L H H ¢ | M L H H ¢ | H L H' H
L ™M L L ¢ |M M L L G&|lH M L L C
L M L M ¢ |M ™M L 'M CG[|H M L M G
L "M L H G| M M L H ¢ | H M L H ¢,
L M M L oM M M L G|H M M L G
L. M M M GiM M M M G|lH M M M
L M M H ¢|M M M H C|H M M H G
L M H L oo|lmM M H'L ¢ |H M H L G
L M H M lM |/  MIH M C,|H M H M G
L M | H H ¢, | ™M ™M H H ¢, |H ™M H  H C,-I
L H L Ll c H L L | H H L L G
L , H L M G H L MG H H L ' M <,
L, H L H ¢&|M H L H ¢lH H L H ¢
L H M L & | M H M L ¢ H H M L C
L H M M|/ g|lM #B ™M ™M ¢ lH H M M
L' H M H ¢|M|H M H CG|H H M H G
L:H!'H ' L|G|M H| H L | CGG|H H HIL G
TR H ™M | C | M H H M G| H H O H M G
L{H:H H'!¢.|!M H H.H C|H H H H Cs |
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Larsen product inference mcthod is assumed. In this method, the product membership
value of each rulc consequent is used. The rules are connected together using the OR
connective before an appropriate centrol action is taken, The fuzzy capacity allocator
assumes the Center of Area {CoA) deffuzzification method since it takces into account
the union of all the contributions of the fired rules.

4. Fuzzy Admission Controller

The fuzzy admission controfler decides 1o accept or reject a new call request based on
not only the allocated capacity that was obtained from the previous stage but also the
feedback performance mcasures represented by the evaluated cell loss probability (S.),
the queue length (g¢), and the queue length change rate (Ag) that describe the local
dynamics of the difference between the arrival rate and the service rate.

After evaluating the ratio R. in the fuzzy capacity allocator, the required capacity for a
new cell {C,) is obtained and subtracted from the total capacity (C)) to show that if it is
sufficient or not. On the other hand, when a call ends its service after connection or if it
is rejected, its C, is added to ;. In addition, the cell loss for the class of the requested
call is obuained from the perforinance evaluator and compared with the cell loss
requirements defincd in the QoS requireinents during the call setup for that class. If the
evaluated cell loss (85.) is less than the required cell loss (S,), then the procedure
cuaraniees a satisfactory QoS.

The fuzzy input linguistic variables are €, ¢, ¢, A¢ and the cutput linguistic vari.le 1s
the decision Oy The term sets for €, 8., ¢. A¢ are defined as T(C,) = {Sufficient (%),
nsufficient (IS)}, T(S.) = {Less (L), More (M)}, T(q) = {Empty (E), Full (F)}, and
T(ag) = {Decrease (D), Increase (1)}; respectively. On the other hand, The term set for
the output decision Oy is defined as 7(0.) = {Accept {A), Reject (R)}.

The universe of discourse of ¢ ranges berween 0 and the maximum buffer size K. The
maximum possible negarive and positive queue length change rate would be -K; and
+K, where K,=': <K The range from —K,/2 10 +K./2 15 a safety range provided to tolerate
the dynamic behavior of Ag. In this sense, the universe of discourse of C ranges
between —~C, and +C, where C, ='2 xC,. Because of the exponential wide range of cell
loss protability (from 10" to 10%), it is difficult to describe the universe of discourse.
Hence, loy(S,) wiil be used and then the universe of discourse ranges from -5, to =S5,
where §, =-3. The membership functions for T(C), T(S.), T(q), and T(1¢) are defined as

as(CY=F(C UG, 112=C,, C) (19)
Has (C)=f(C VG, 12, -C) (29)
(SO =18 VS, 17245, -5) 2D
M Sy =408 15, 1/2«5,,8) (22)
nelg)=f{qg,3/K,2/3=K,0) {23)
Hely)=f(q 3K, 253K, K) (24)
ap Ay =f(ag UK, 24K -K) (25)

a (A =fag; VK, V22K, X)) (26)
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On the other hand, the membership function of the output linguistic variable Oy is
assunied to be a singleton [unction.

Table 11 describes the rule structure for the fuzzy admission controller.

TABLE II
Rule Structure for The Fuzzy Adimission Coniroller

g !agl S [ C 104 g lag| 8P C|0s] g lagl S |C |0
E D L S| AT E 1 M S  A|F DI M I8 R
E D L-|i1s| R ] E I M IS | R | F 1 | L 5 R
E D M!S : al|lF | D L S | A | F 1 L |5 | R
E D M ! IS R F D L IS{R F I [ 5 R
E I L st alrfFr ! plIM! s | alF I /M | IS R
E 1 1Ll R | |

The fuzzy admission controller assumes Larsen product inference method for the
inference engine and Center of Area (CoA) defuzzification method for the defuzzifier.

5. Fuzzy QoS Controller

The fuzzy QoS controller classifies the services into three priority classes (I, 1I,
and I1I) based on delay and loss priority jointly. In addition, the allocated capacity at the
call time-scale is considered. The three different classes are subsequently subdivided
into seven subclasses. Class 1 includes three Subclasses: IL assigns cells that have high
sensitivity to loss (i.e., low loss constraints), ID for cells that have high sensitivity to
delay, and 1C for cells that have high sensitivity to both loss and delay. Similarly Class
I includes three Subclasses IIL, IID, and 1IC. While Class 11 is not divided since it has
the lowest priority. The fuzzy QoS controller has three input linguistic variables: loss
(57) and delay () constraints and required capacity (C.).

The terms “Low”, “Medium”, and “High” are used to describe the loss-priority and
thus, the term set for the loss-priority is defined as T(S.) = {Low (Ls), Medium (Ms),
High (Hs)}. In the same way, the delay-priority and the required capacity are defined as
T(fy = {Low (Ld), Medium (Md), High (Hd)} and T(C.) = {Low (Lc), Medium (Mc},
High (Hc)}; respectively. On the other hand, The term set for the output class O is
defined as T(O.) = { IC, IL, ID, IIC, TIL, 11D, 1II}.

As mentioned before, log(S;,) will be used and then the universe of discourse ranges
from -10 to 0. The universe of discourse of ¢ and C, range from 0 to 1000 and {rom 0 to
. respectively. The membership functions for T{log (5.)), T(<) and T(C,) are defined
as follows

pus (log(Sn) =/ (log (50, 1425, 2,0) (27)
s (log(Sh)) = f(log (8,); 1/2.5, 0, -3) (28)
1w (log(5) = F(log (8); 1/2.5, 2.-10) (29)
2w () = £ &, 1/250, 200, 1000) (30)
g () =F(d: 17250, 0, 500) (31)
g (d) = f (d; 17250, 200, 0) (32)

1s (C) = F(Cr 1K(0.254C), 0.24C, 0) (33)
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e (CY = (G 1K0.25<C), 0, Y2 () (34)
tae (G =f(Cr 11(0.25%C), 0.2<C,, C) (33)

It 1s assumed that the membership finction of the output linguistic variable O; ts a
singleton function.

The rule structure for the fuzzy QoS controller is deseribes in Table [11.

TABLE II1
Rule Structure for The Fuzzy QoS Controller

S b6 048t d G0 | S 1 d G O

['Ls * Ld 7 Le | IC [ Ms | Ld Lc '~ 1IC [ Hs | Ld Le i
Ls © Ld  Mc Il | Ms Ld  Mc (I { Hs ; Ld Mc  IL |
Ls Ld He i Ms Ld He m Hs | Ld | He IL

l Ls Md Lc Ic Ms Md Le IC Hs Md @ Le | IL |

Ls Md Me 1 Ms Md Mc Ic Hs Md Mc ! IL

| Ls | Md He it Ms Md He I Hs . Md He I,
Ls @ Hd Lc D Ms Hd Le D Hs | Hd Lc Ic |
| Ls Hd Mc (ID Ms Hd Mc D Hs . Hd Mc IC
| Ls Hd Hc  1ID | Ms Hd . Hc D Hs | Hd He 1c

1

Larsen product inference method is assumed. Depending on the problem at hand, the
defizzification method is chosen The Center of Maxima (CoM) deffuzzification
method is chosen since it is appropriate for classification [21].

6. Fuzzy Buffer Manager

In the fuzzy buffer manager, the multi-threshold type is considered in order to
implement multiple priority classes. That is for each priority class there is a threshold,
and if the number of cells in the main buffer exceeds that threshold, the cells of that
class are blocked. The fuzzy buffer manager determines the two threshold values 7; and
7> based on the cell arrival rates of the three classes that were defined in the fuzzy QoS
controller. It is assumed that, each arriving cell is a cell of Class 1 {i.e., a high-priority
cell) with probability R, a cell of Class Il (1.e., a medium-priority cell) with probability
Ry, or a cell of Class [T (i.e., a low-priority cell) with probability {/- B; - Ry} Thus, the
arrival rates of the cells of the three classesare &y =R, A, Ay = Ry A and Ay = (I- R -
Ry ) A where A is the total load.

The fuzzy buffer manager uses R; and Ry as the input linguistic variables and 7, and 7>
as the output linguistic variables. The terms “Very Low”, “Low”, “Medium”, “High”,
and “Very High"” are used to describe both ; and /8. Thus, the term set for Z; is defined
as T(R;) = {Very Low (VL,), Low (L), Medium (M,), High (H,), Very High (VH,)}.
Similarty, the term set for Ry is defined as T{/%y) = {Very Low {VL:), Low (L3),
Medium {Ms), High (Hz), Very High (VH;)}. On the other hand, the term sets “Very
Small”, “Small", “Medium”, “Big”, and “Very Big" are used to describe both T; and T
Thus the term set for 77 is defined as T¢T;) = {Very Small (VS)), Small (S;), Medium
(M), Big (B)), Very Big (VB,)}, and the term set for 7> is defined as T(7:) = {Very
Small (VS;), Small (S3), Medium (M,), Big (Bz), Very Big (VBy)j

The membership functions of input and output linguistic variables are assumed to be
triangular membership functions. The universe of disccurse of the two probabilities R;
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and Ry are as usual ranges between 0 and 1. Assuming the bufter size is 100, the
universe of discourse of 7; ranges between 0 to 90, and the universe of discourse of 73
ranges between 10 to 100. These guarantee the portion of the bufter from 0 to 10 10 be
equipped by each of the three classes and from 90 to 100 for Class 1 only. The
membership functions for T(Ry), T(Ry), T(T}), and T(7,) are defined as follows.

tvn, (R =7 (R 1/0.25,0,0) (36)
sy (R)y=f (R 1/025,0,025) (37)
gian (R =F(R;; 1/0.25, 0, 0.5) (38)
sy (RYy=f(R; 1/0.25,0,0.75) (39)
wvn, (Ry=f( Ry 1/0.25, 0, 1.0) (40)
vy (Ry)=f(Ry; 1/0.25,0,0) (41
t (Ri)=f( Ry, 1/0.25, 0, 0.25) (42)
2, (Ryy=f( Ryr; 110.25,0,0.5) (43)
toyy (Ry)y=f(Ry; 1/0.25,0,0.75) (44)
tvny (Riy=f(Ry; 1/0.25,0, 1.0) (45)
uvs (T)=F(Ti; 1/225,0,0) (46)
ps (1y=F(T,; 1225, 0,22.5) (47)
toany (T =f( T, 1/22.5,0, 45) (48}
e (T =f( T, 1/22,5,0, 67.5) (49)"
pvey (T=F(T,; 1/22.5,0,90) (50)
fvs, (T =F( 12:1/22.5,0, 10) (1)
is, (T2)=f(T»; 1/225,0,32 5) (52}
tiagy (T =f( T2 1/22.5,0, 55) (53)
sy (T) =f( T, 1/22.5,0,77.3) (54)
fivp, (T3 =f( T2y 1/22.5, 0, 100) (55)

Tables TV and V describe the rule structure for control of the two thresholds 7; and 7,
respectively. As can be seen in Tables [V and V, of the 25 possible rules, only I35
appear in the knowledge base of the fuzzy buffer manager. The remaining ten are not
included as they would never be activated. For example, if R;is VH,; that means &; s in
the range between 0.75 and |, which also means that Ry can not exceed 0.25, ie., Ry can
not be in Lz, Mg, Hz, or VHa.

TABLE [V TABLE V
Rule Structure for Control of 7, Rule Structure for Control of 7-
"R, ‘VL, L M| H ] VH, R, . VL, L M, H, | VH,
5:\>[,l ! H 2”
' VL?, H VB; B| Ml ' S'I : \-”S| VL: VB: B'_- M: S: V32
EERENERRER L, [VB:| B  M: | &
M. | M| SO VS i M; VB. | B. | M
Hl ! S] VS[ i H: \’B: B: B
Ve [¥s — W w ]
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The_ fuzzy buffer manager assumes Larsen product inference method for the inference
engine and Center of Area (CoA) defuzzification method for the defuzzifier.

7. Simulation Results

Several results that present the behavior of the proposed FTCC are introduced. It is
assumed that each input queue is modeled by M/D// queueing model. The size of
each input queue (K) is equal to 100 cells, whereas the two thresholds 7; and T are
dynamic. The total link capacity (C7) is 1 Gbps The number of multiplexed input
sources is 32. Cells are served on the FCFS rule. The simulation s performed on a
system running 10° slot times.

In each time slot, cells are discarded according to the two-threshold discarding policy.
In order to guarantee fixed small delay for high delay sensitivity cells (Subclasses 1D
and IID), it is assumed that they are dropped if they are not serviced during two time
slots. In addition, since Subclasses IC and 1IC have higher delay sensitivity Lhan
Subclasses IL and IIL; respectively, it 1s assumed that they are dropped after four time
slots. Otherwise, the cells remain in the buffer until transmitted in a following time
slot.

The cell arrival processes of all service traffic in the simulations were as follows. The
data sources are characterized by Poisson arrivals that are generated by generating the
{independent, identical) exponentially distributed interarrival times. The cell
generation process for a voice is assumed 1o be ONOFF or bursiy sources where the
number of cells per burst has a geometric distribution with a mean of £[x]=5 cells, the
duration of the idle phase has an exponential distribution with a mean of
£[5]=0.14772 s, and the intercell time during a burst is £=0.016 s [9]. The }ideo
sonrces are simulated using first order Auteregressive Markov Model. This model is
simulate by the following difference equation:

AM=a An=D+b win (56)
where, A(n) represents the source bit rate during the 7" frame, and w(y1) 1s a Gaussian
random process having mean n and variance | As shown in [22], by matching the

model with the corresponding real time source, the average value A is then 052
bit/pixel. This gives the parameters in the autoregressive model of equation (56) as: a
= 0.878, b6 = 0.11, and # = 0.58. Using this autoregressive model, video traffic is
uenerated assuming that there are 30 frames/second and the picture is 500500 pixels,
then the maximum size of a frame is 250 000 pixels.

Since the data cells have medium loss sensitivity and low delay sensitivity, it is
assured for the arrival process of a data source that the log of loss constraints ranges
between 10* and 10 and the delay constraints ranges between 700 and 1000 For
the arrival process of a voice source, since the voice calls have low loss sensitivity
" and high delay sensitivity, it 1s assumed that the log of loss constraints ranges from
167 to 1¢° and the delay constraints ranges between 0 and 300. For video sources, the
video traffic has high loss sensitivity and medium delay sensitivit%r. Thus, it 1s
assumed that the log of loss constraints ranges between 10° and 107 and the delay
constraints ranges between 350 and 650.
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