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Abstracr: Image regisiration has become one of the most widely used technigues in computer vision,
its applications include optical flow, motion analysis, tracking, face delection, and biomedical image
registration. In the present work, three dilferent techniques of image registration were implemented
and applied to both Computed Tomography (CT) and Magnetic Resonance (MR) images. The first
technique is based on Cross Correlation {CC). The second approaéh depends on Control Points’
Selection (CPS) from bolh the reference and the input images. The last technique is based on
Maximization of Mutual Information (MMI) between the two images. The registrability is calculated
for each image to measure its ability to provide unambiguous registration, by providing clear
correlation peaks when registered with another subimage. Vhen, the theee regisiration techniques were
evaluated and compared using both the Weighted Peak Signal to Noise Ratio (WPSNR) and the
Normalized Cross Correlation Coefficient (NCCC). The application of the selected techniques to CT
and MR images has shown that registration based on MMI has given the best results and can be used

efficiently for alignment of CT and MR images.
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I Introduction

Compuled Tomography (CT) is a
medical imaging method employing
tomography  where  digital  geometry
processing is used to gencrate a 3D image
of the internals of an object from a large
series of 2D X-ray 1nages taken around a
single axis of relation. The word
“tomography” 1s derived from the Greek
tomos (slice) and graphia (describing).
During the test, the patient lies on a table
that is hooked to the CT scanner. which is
a large doughnut-shaped machine. The CT
scanner sends X-ray pulses through the
body area being studied. Each pulse lasts
less than a second and takes a picture of a
thin slice of the organ or area. One part of
the scanning machine can tilt to take
pictures from different positions. The
pictures are saved on a computer [1].

Magnelic Resonance (MR) imaging s a
radiology technique that uses magnetism,
radio waves. and o computer (¢ produce
images ol body structures. The MR
scanper is a tube surrounded by a giant
circular magnet. The patient is placed on a
moveable bed that is inserted into the
magnet. The magnet creates a strong
magnetic field that aligns the protons of
hydrogen atoms, which are then exposed to
a beam ol radio waves. This spins the
various protons of the body, and they
produce a faint signal that is detected by
the receiver portion of the MR imaging
scanner. The receiver information 1s
processed by a computer, and an image is
then produced [2].

It must be noted that a CT scanner uses
jonizing radiation, X-rays, to acquire its
images, making it a good tool for dense
tissue (bone) exams. MR, on the other
hand, uses radio frequency signals and a
magnet to acquire its images. MR is best
suited for soft (non-calcified) tissue exams.

It is common for patients to undergo
multiple tomographic radiological imaging
for the purpose of medical diagnosis.
These images provide complementary

information. Ilowcver, it is difficult for
doctors to fuse these images exactly due to
the variations in patient orientation [3]. A
common problem related with such
systems is the misalignment in the
acquired images due to the coordinate
differences in  the images. This
misalignment is further complicated by
camera and object movement that change
camera geometry relative to the object,
thus affecting object pose and view
direction. Further, the images are acquired
at different resolutions, at different times
and often with significant tissue change
[4]. Lastly, the sensors  acquire
fundamentally different tissue properties
thus the measurements differ in their units.
in systems that are not co-registered during
image acquisition, the alignment of images
is crucial and pivotal in the sensor fusion.
Image registration is a precursor 10 sensor
[usion and enables information exlraction
from multiple images [3].

The present study aims lo selecting the
best technique that aligns the float image
(unregistered image) with the reference
one. These techniques will be applied to
CT and MR images. I[n addition, it is
required to maximize the Weighted Peak
Signal-to-Noise Ratio (WPSNR), and to
minimize the Mean-Squared Error (MSTE).

In Section 2, briel background about
three image registration technigues that
will be applied to CT and MR images is
introduced. Section 3 presents the resulls
of applying these techniques to real CT and
MR images. The conclusions are presented
in Section 4.

2 Image Registration Techniques

Image registration is one of the basic
image processing operations in compuier
vision and remote sensing [5]. It can be
considered as a computational method for
determining point-by-point correspondence
between two images of a scene. It may be
used to fuse complementary information in
the images or to estimate the geometric
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and/or intensity difference between the
images (6].

The method involves determining a
number of corresponding control points in
the images. From correspondences, a
transformation function can be determined
to get correspondence  between  the
remaining pounts in the images.

As an application, constder the problem
of registering two CT images of brain
taken from the same patient at different
times. Alignment of the (wo images is
useful for detecting, locating, and
measuring pathological and other physical
changes. In addition, registration of images
that show anatomical structures such as CT
and images that show functional and
metabolic  activity such as  Positron
Emission Tomography (PET), and MR has
led to improved diagnosis, better surgical
planning. more accurate radiation therapy.
and other medical benefits [7].

A scecond  application  concerns
radiotherapy treatment, where both CT and
Magnetic  Resonance (MR) can be
employed, The former is needed 10
accurately compule the radiation dose,
while the latier is usually better suited for
delineation of tumor tissue. The use of
different image types Is known as
multimodality registration [8]. Other
application areas exist in mono-modality
registration as treatment verification by
comparing pre- and post-intervention
images [7-8].

2.1 Registration based on CC

CC is the basic statjstical approach to
registration. 1¢ is often used for template
matching or pattern recognition in which
the location and orientation of a template
or pattern is found in a picture. It gives a
measure of the degree of similarity
between an input image and a reference
one. This method is useful only for images
that are misaligned by translational motion.
For a rcference image U, and an mput

N,

image ¥, with means {/ and v
respectively, the 2-dimensional normalized
CC function can be represented as:

S (x =VUx-iy= ) =U]

P 0

{ZI!’{-v-.v)~*;l*Z[U(x-f..v—j}—Ol’}
LS i)

Where x and y are the pixel coordinates
while 7 and j refer to the shift at which the
CC coefficient is calculated. The resulting
matrix K contains correlation coefficients
with values between -1.0 and 1.0 [9].

To use CC for registration of two
images, sub-regions are chosen manually
from each image, then the normalized CC
is calculated. The peak coordinates are
determined, and then the total offset
between the two images can be obtained.

2.2 Registration based on CPS

A transformation is a mapping of
facations of points in one tmage to new
locations in another. Transformations used
to align two images may be global or local.
A global transformation is given by a
single equation that maps the entire image.
Examples of such typical geometric
transformations are the affine, projective,
perspective, and  polynomial.  Local
transformations map the image differently,
depending on the spatial location (8].

The fundamental step in obtaining the
best geometric transformation is to gel
control points from both the input image
and the reference image. The control point
pairs can be selected either automatically
using a Matlab program or by the user on
the monitor. Visual selection is a general
and safe method, but it is time copsuming
and the location accuracy is not
guaranteed. In order (o obtain high
accuracy, automatic selection techniques of
control point pairs are adopted [10}. The
number of selected control point pairs
depends on the geometric transformation
resulting from the misalignment model.
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Table | summarizes the hierarchy of 2D
coordinate transformations [11-13].

Table 1: The hierarchy of 2D transformations

Name 1| Degrees The icoﬁ
of transformation
freedom preserves

Translation 2 Orientations D

Rigid 3 Lengths <>
Similarity 4 Angles <>

Affine 6 Parallelism U
Projective 8 ( Steaipht lines U

Based on the control point pairs, the
spatial transformation mode! is fitted. It
causes the input image to be matched to
the reference one geometrically. After
spatial transformation model is defined,
refining the selection of control point pairs
can enhance the registration accuracy | 14].
The determination of the corresponding
points from images acquired in different
times is known as temporal registration. |t
can be considered as a problem of pattern
reorganization.

2.3 chistrat'ion based on MMI

In some applications, particularly
medical imaging, data from one type of
sensor must be aligned with that from
another. Classical registration methods,
which were explained in the previous
subsections, rely on an interpolation
algorithm, which is needed (o estimate the
pixel infensities at non-grid positions,
whenever the pixel grids of the images are
not 1n exact alignment [15}].

To minunize errors, it is desirable to
use data-consistent interpolators, so that
the pixel intensity at any grid position does
not change after interpolation. As a result,
errors  arc  only  introduced  when
interpolating at  non-grid  positions.
However, this implies that the amount of
interpelation errors will vary depending on

the cxtent of grid alignment. The variation
may lead to artifactual fluctuations in the
match  metric, which may affect
registration accuracy. Therefore, for the
purpose of registration, the effectiveness of
an interpolator cannot be judged solely by
the closeness of the interpolated image fo
the original image, but also by its effect on
the match metric.

Mutual Information (MI} is a popular
match metric for image registration. Ml
has becone the match metric of choice due
to its wide applicability and overall
accuracy [8]. Here, MI will be applied to
CT images taken at different times.
Registration is achieved by adjustment of
the relative position and orientation until
the MI between the images is maximized.

MI [I( )] is defined in terms of entropy
as follows [16]:

KU,V ()= IU)) + V()= UV () (2)

Where (U denotes the reference image, V
relers to the input image, while .} is the
entropy of a random wvariable, and is
denoted as:

h(x) = - [ p(x)In p(x)ex 3)

where p(x) denotes the probability of a
random variable X. The joint entropy of
two random variables x and y is given by:

h(x, y) = = [[ p(x, ) In( p(x, yY)dady (4)

The MI defined by equation (2)
depends on three components. The first
one is the entropy of the reference image.
The second is the entropy of the input
image onto which the reference image
prajects.  This  part  enhances the
transformations that project U onto V. The
third component is the joint entropy of U
and F, which contributes when U and V are
functionally correlated. The negative joint
entropy encourages transformations where
t/ explains V well. The last two
components identify transformations that
find complexity and explain it well. This is
the essence of MI [15].
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Since MI serves to describe the
reduction in the uncertainty of U duc (o
knowledge of ¥, MMI between the two
images has been shown as an effective
means to register images [8]. MMI can be
used to find the rotations and translations
between the registered images U and V.
The steps are as follows:

I. Calculate the M1 of U/ and V for each
rotation (360 MI calculations for | depree
increments).

2. Tor each rotation, calculate the M1 for
all possibie translations of the input image
to the reference image. In the present work.
translations were taken pixel by pixel.

3. Find the overaill MMI value. The
coordinates of this maximum value give
the rotation and translation.

3 Results

The ability of an image to pravide clear
correlation  peaks when registered (o
another image is known as registrability
(REG). It is computed from the variability
of the autocorrelation values of 1the
subimage against transformed versions of
the subimage itself [12]. The top 50 %
images that yield highest values of REG
were selected for the registration process.
Images with weak feature aor less
information have low REG, and thus they
should be e¢xcluded. To  perform
registralion. onc image was marked as a
reference 1mage. The remaining images
were considered as test images.

3.1 CT images

Database contains 48 CT images taken
from the same patient at different times
with a size of 804 pixels by 1005 pixels.
Fig. 1 shows the reference image and onc
of the images,

The quality of the registration process
was measured using the Weighted Peak
Signal to Noise Ratio (WPSNR) because it
is closer to perception than the PSNR [17].

Reference Image

[y

Test Image

(23

Fig. | Two different CT images for the brain

The weighted PSNR (WPSNR) weights
each term of the PSNR by a local
"activity" factor (linked to the local
variance). The WPSNR takes into aceount
the local human visual sense (HVS). [tisa
measure which holds account of the
neighbors of the studied pixeis [18-19].
Therefore, the WPSNR increases with
variance  increasing  and  vice  versa

following the cquation:
. MAX ) (5)
WPSNR = 10 Jop 4, | e dB
o8 1 [uf:'.',fsg J taby

The NCCC between the reference image
and the test image had been selected as
another measure of performance.

3.1.1CC:

Registration was implemented using
Matlab. The test image and the reference
image have the highest NCCC at exactly
the displacement between the (est image
and the reference one. Having this
displacement, the test image is easily
warped to the reference image. Fig.2
shows the result when CC is used. The
process is repeated for all CT images. As



E. 54 Hossam El-Din Moustafa and Sameh Rehan

shown in Tabie 2, the average value of the
WPSNR is obtained. [t is mnot high
compared with M1 maximization but it is
higher than results obtained by CPS.

3.1.2 CPS:

CPS can be done both manually and
automatically. Pairs of control points are
used to infer a spatial transformation.
Transform types can be linear conformal,
affine. projective. polynomial. or piccewise
linear. The selected number of conirol
points depends on the used transformation.
Affine transformation was selected. as
needs only three pairs of control points. In
addition. applying affine transformation 1o
CT images had given high values of the
average WPSNR in comparison o other
transformations. Fig.3 shows the results
when CPS registration was applied. A
Matlab program was designed to get the
amount of scale and rotation of the test
image from the reference one. As shown in
Table 2. the average value of the WIPSNR
is fower than those obtained by CC and
MMI registration.

3.1.3 MMIL:

The entropies of both the reference
image and the test image were calculated
as well as their joint entropy. A Matlab
program was implemented to get Ml and
maximize it. The maximum value occurs at
a certain shifl and rotation between the
reference and the test images. Fig. 4 shows
the results when MM was applied. As
shown in Table 2, the average value of the
WPSNR is higher than those obtained by
other techniques.

Table 2 Registration measures of performance

Registration Average Average

Technique WPSNR NCCC
CcC 26.971 0.9711
CpS 22.457 0.9507

MM 27.769 0.9628

Registration using CC

i

gy

-

W E W 00 U SW M HD A

Correlation coefficient surface

: )

a0 e

m?‘hx‘»\ ' e {Eﬂl
X T \//,—A m
o0 g

Fig. 2 Registration by CC

Registration using CPS

1w Xg X0 o 9 EU N0 80 S0 0w

Fig. 3 Registration by CP$
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Registration using MM|

1 e

A XE s AT

BEY TP OBOD A0 IOG

Difference between registered images

Fig. 4 Registration using MM

3.2 MR Images

Database contins 128 MR images
taken from the same patient at different
times with a size of 256 pixels by 256
pixels. Fig.5 shows the reference image
and one of the test images.

321 CC:

Iig.6 shows the result when CC s
used. The process was repeated for all MR
images. As shown in Table 3, the average
valuc ol the WPSNR was obtained.

It ix higher than that caleulated for
mrages registered using CPS.-On the other
hand. 1t is fess than that calcutated when
MMI was used.

3.2.2CPS:

Fig.7 shows the results when CPS
registrabion  was  applied. A Matlab
program was designed to get the difference
of scale and rotation between lhe test
image and the reference image.

Reference Image

Fig. 5 Two different MR images for the brain

As shown in Table 3, the average value
of the WISNR is the lowest among the
three implemented techniques.

Table 3 Registration measures of performance

Registration Average Average r
Technique WPSNR NCCC
|
CccC 25.843 0.9372
crs 20.254 0.8645
T 26543 0.9403 |
3.2.3 MMI:

Fig.8 shows the results when MMI was
applied. As shown in Table 3, the average
value of the WPSNR 1s higher than those
obtained by other techniques. It must be
noted that this result is due to the nature of
MMI algorithm itself which takes all
possible rotations and translations till we
reach their best values that could maximize
mutual information.
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Registered image using cross correlation

Correlation Coefficient surface
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Fig. 6 Registration by CC

Registered image using CI'S

Fig. 7 Registration by CPS

Registered image using MMI

Difference between registered images

Fig. 8 Registration by MMI

4 Conclusions

The registration of CT and MR images
15 of high importance for surgical planning,
diagnosis, and medical resecarch.

NCCC has been shown to be an
effective registration technique for both CT
and MR images.

CPS has been shown to be a less
effective registration technique for CT and
MR images. This can be attributed to that
this technique depends on both the used
transformation and on the accuracy of
selecting control points pairs.

Registration using MM]I has given the
best results. It has the following
advantages:

(1) It does not require any assumptions
about the nature of the imaging
modalities.

(2) There is no need to information about
the surface properties of the object.

(3) It is robust with respect o variations of
illumination.
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As a conclusion, MMU is an effective
regisiration tool for medical applications
mvolving buth CT and MR images.
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