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A New Image Classification Framework for Improving
Image Retrieval Based on Relevance Feedback
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Abstract: Content-based image reirieval (CBIR) is a promising technology to assist image
finding. CBIR retrieves images by visual features inherent in images. Relevance feedback
allows the user o reflect his preference to the sysiem, then the system can reformulale (he
query according 1o the positive and/or negative examples responded by the user. This paper
presents two efficient frameworks for image classification through the analysis of the visual
features (such as color, shape, texture) of an example image. The (irst framework is based on
comparing the norm and the direction of vectors in multi-dimensional space for both the
target and query image vectors, which allows classification according to their probabilities ol
existence. The second framework depends on acquiring classification knowledge from a large
empirical image dalabase in a specific domain and utilizes that knowledge for image
classification. The initial classification process is used as a training phase to {eed the system
with a classification tree for images in the retrteval domain. This tree is the best reduction of
dimensionality that would result from all possible combinations of feature divisions.

Keywords: [mage classification, Content Based Image Retrieval, Relevance Feedback.
Inference Engines, Vector Analysis, Multidimensional Vector Indexing.
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1. Introduction

Image capture capabilities are evolving so
rapidly that extreme amount of images is
produced daily. Great research efforts are
needed to handle such quantities of images
automatically. Most effort is directed
towards content based image retrieval,
with the aim to find similar images to
given query image [1]. Humans perceive
and characterize content using high level
concepts, such as the amount of action,
romance, comedy or emotional factors,
which are not related in a straightforward
way to visual features of pixels that
compose images [2]. Image classification
is the (ypical unsupervised leaming
technique for retrieval purpose. [l intends
to group a set of image data in a way to
maximize the similarity within classes and
minimize the stmilarity between different
classes. Each resulting class is associated
with a class label and images in same class
are supposed 10 be similar to each other
[3}. The traditional k-means clustering and
its variations are often used for image
clustering [4]. Due to the complex
distribution of jmage data (data points are
sampled from nonlinear manifold),
tradition methods such as  k-means
clustering often cannot well separate
images with different concepts (5]
Probabilistic classification based on Bays
theory is among the most powerful
clustering tools. The common maximum -
a-posteriori (MAP) classifier and its
variation  maximum-liketihood (ML)
classifier have shown great promise for the
CBIR problem. However, traditionally it is
difficult to apply the classifiers due to the
complexity of the MAP similarity
function [6].

This paper proposes two efficient
classification frameworks that address
clusters definitions based on features
extracted from image database. In the first
framework, the image f{eatures are
considered as multi-dimensional vector,
which has phase angle and scalar norm
(magnitude). Comparing the angles and/or
the norm of a two vectors leads to different

clustering classes. The similarity measurc
used is simple and better than (he
traditional Euclidian distance similarity

- measures. The early work shows that mosl

of the schemes deal with Euclidean
distance, which has number of
disadvantages [7]. The second approach
has the capabilily to improve the initial
classification based on relevance feedback.
Consequently, the second framework uscs
classification as a learning (ool to improve
retrieval performance (precision and
recall). In addition, cluster prototypes are
designed to support quick human detection
of relevant images. The second framework
starts with extracting n images’ features
and divides each feature intc m intervals.
The i cluster could be generated from the
intersection among features' intervals. The
number of generated clusters will be m",
This yields to system overflow due to the
curse of  dimensionality. [nitial
classification algorithm is presented (o
overcome this problem. In this algorithm,
the strength of the object oriented and
search strategies of the inference engine in
the aruficial intelligence (Al) language
such as CLIPS are utilized (8]. The
utilization of the Al language concentrates
on defining cluster class and inherits
instances of the matched clusters only
while dropping the unmatched clusters.
Unfortunately, a cluster Interference
problem is arisen (i.e a query image may
be classified into more than one class). A
pruning model is presented to covercome
this problem. The proposed framework is
expressed as knowiedge base (II-Then
rules), which couid be used to capture the
semantic content and index new untagged
images being added to the image database.

2. First Classification Framework

The dot product of 1wo veclors in mult-
dimensional space yields two values. the
vecior normy and the angle. These iwo
values can be wused logelher us @
discriminator among the query vector and
other vectors in the image databasc. This
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simple and straightforward idea is utilized
as the [irst clustering framework. This
(ramework can be explained as follows:

2.1 Dot product vector for similarity
indexing

1- Let an image low level feature vector is:
= bttt Ak (1)

2- Let the query low Jevel [eature vector in
3D s

G=g Lty it guk (2)

3- The dot product of the two vectors v;

and ¢; is given by:

Vg 2””.-'"-“‘?:'"(:05(9] (3)
Where;
il=s2+ 1)+ 17 @)
o= fa2 + 03+ a2 )
v:"qi:fx'qx"'fy'{fy"'fz-qz (6)
() =~ 0
N Bl

The difference in magnitude between the
vector v; and ¢, 1s given by:

Byg = il -l (8)

To compare the vector v; and ¢, in both

the norm and direction, one can find there
prebability of 1he binary exislence as
shown in truth table 1. So we can get 9
classes. These classes can be. represenied
by the following rules:

If(ANBNACADY=0 Then class 1
[FANBNCY=0& D=1) Thenclass?2
[f{ANBND)=0& C=1) Thenclass3
IF((ANCAD)=0& B=1} Then class 4
IfF((ANC)=0 & (BAD=1) Then class 5
f{(AnD)=0& (BAC=1) Thenclass 6

IF(BACND)=0& A=1) Then class 7
IF((AND)=1 &{BNC=0) Thenclass §
HF{ANC) =1 & (BnD=0) Thenclass 9

Table 1. Comparing the angies and/or the
norm of a two veclors.

A B C D
Aw‘ Avq_ 6‘9 + (59 - Class No.
0 0 [ 0 1] B
0 0 0 I | 2
Q 0 | 1 0 . N
Q 1 0 Q... 4
0 | ] Q ] 5
0 ] | 0 6
L 0 Q 0 7
| 0 Q 1 8 i)
1 10 L1 0 9

2.2 Group arrangement

Since there exist 9 classes and each class
may have set of images then one can
display the individual set images by sorling
them. Finally the performance measures
are calculated.

3. Second Classification Framework
A new classification approach is presenled
in this section. It includes [ealures
extraction, features' divisien. initial
classification, relevance feedback and
classification  pruning.  The  overall
framework is shown in figurel.

3.1 Features extraction

Features extraction is one of the basic
processes in conteni-based image retrieval.
In a broad sense, features may include buth
text-based features (key words, annolations)
and visual features (color, texture, shape.
faces). However, since there already exists
nch literalure on  text-based feaiurc
extraction in the database management
systems (DBMS) and information retricval
research communities {9], the techniques
of visual feature extraction arc stressed
here. The features automatically exiracted
using computer vision techniques, arc
mostly low-level features {color, texlure.
shape, spatial tayoul, etc.) [3].
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Figure 1. The proposed framework for image retrieval with relevance feedback.

Color feature is ane of the most widely
used features in image retrieval. Common
color features or descriptors in regional
based image retrieval systems include,
color covariance matrix, color histogram,
color moments and color coherence
vector {10,11].

Texture provides surface characteristics
for the analysis of many types including
natural scenes, remotely sensed data, and
biomedical modalities [12]. Imporiance of
texture feature is due to its presence in
many real as well as synthetic data. As
tigers and cheetahs have the same colors
but different texture patterns, so using
color feature alone cannot clearly
distinguish between them. This
phenomenon gives clear justification for
texture features to be used in CBIR along
with color and shape {13].

Shape is a fairly well- defined concept.
Shape features of general applicability
include aspect ratio, circularily, Fourier
descriptors, moment invariants consecutive
boundary segments etc.[14].

Besides color, texture and shape, spatial
location is also useful in region
classification. Region centroid and ils
minimum bounding rectangle are used (o
provide spatial location information [15].
A survey of low Jevel feature extraction is
described in [3,9,16].

3.2 Features' division

Image classification can actually obtain by
the intersection of features' sets (partitions)
starting from the first feature interval to the
last feature interval. Consequentiy. onc
must know the upper and lower limits ol
each feature then divide the features inlo
segments. This section describes features'
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divisions process. Choose some of images
in the given domain to get normal
distributions for each feature and make the
desired divisions as follows:

» Extract the low level features of these
images.

o Find the mean, p; and standard deviation,
o; of the i'" feature

« Divide each feature into a number of
interval, the width of which may be o.
Proper definition of features' intervals will
lead 10 well defined clusters.

¢ Form the clustering table according to
the feature divisions as shown in iable 2.

Table 2. The features® intervals of
images database

Fealures
[ Intervals |A | B C |. I o I Z
Interval, |A; | By [C) |.. EREAN
nterval, | Az |By [Cy | bae 1
Intervaln | Am | Bm | Ca | 00070

3.3 Initial classification

A new image classification approach is
presented  here. This approach uses
features’ segments provided by the
division process discussed above. It is
based on two main actions; pick up the
suitable feature interval that reflects
specific feature and put up in a tree to
successive features in consecutive order to
find the matched feature interval.
Repeating this processes will guarantee
that actual classes are maintained as long
as there exist images corresponding to their
features. The following steps illustrate how
initial  classification - algorithm s
processing through an example of two
SUCUCRN VO DLEes

1. Get al} features of the first image.

2. Consijder the value of the first feature, A,
belongs to the interval set Aj.

3. Pick up the value of the adjacent feature,
B, and suppose it belongs to the interval set
B;. At this level the current class (Cl; ) is
characterized by A; m» B, = A |Bs.

4. Moving to the adjacent feature, C, the
picked up value belongs to the interval set
C;. Hence the initial classilication
algorithm indicates that the cluster Cly will
be updated as Ay N BN Cy > AB G

5. Continuing  until reaching the [inal
feature, Z, then the cluster Cly will be
defined by:

A|ﬁBzﬁC3f\D2ﬁ. o= A BCDs. L 2,
6. Repeat steps 1-5 for the next image

7. 1f the next image features belong to Cl,.
then allocate it to Cly else establish new
class, Cl;, which may be defined by:

A|ﬁB_‘;ﬁC4ﬁD|ﬁ. I aYARS-¥ B;CqD | ..Z|

The «classes are shown in  tree
represenlation in figure 2. The tree starls
from lefl and each level represent one
feature. The set of blocks in each level
correspond to possible segments of thal
feature.

Figure 2. The classification tree.

3.4 Relevance feedback

Usually, relevance feedback schemes arc
distinguished into two different types of
actions: actions that modily (he query
origmally ssucd by the user (possibly
considering multiple query peints) and
actions that modify the similarity measure
used for ranking and retrieving images data
in a CBIR systemn [17]. The relevance
feedback results in reallocating images
from class to another. This means that
these realiocated images will reside in new
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classes that are not matching with their
feature values. The reallocation process
will introduce some changes in classes sets,
which as a result changes the features
range limits for classes contributing in the
images reallocation. The range limits
might increase for classes that images
move to, or decrease for classes images
move from. A global view to the whole
classes will show new limits for clusters’
features. Interference may be resulted in
the values of the same feature in two
classes. This problem occurs when two
classes, or more, overlap in all features. In
this situation, a conflict will be there if
retrieval is inquired for an image in the
overlapped area of all features. The image
could be belonged to both classes.

3.5 Classification pruning

A solution to the overlapping problem
resulted from relevance feedback is
proposed here. This solution is based on
avoiding classes' conflict by redistributing
images between classes in a way that two
classes could not overlap in all features.
The model is presented, for two interfered
classes. It could be generalized to any
number of interfered classes. As stated
above, two classes (I and J) are considered
to be interfered if and only if all features in
class [ overlap with their corresponding
features in class J. The aim of this model is
to distinguish the two interfered classes
with the minimal features changes to both
classes. So, the algorithm focuses only on
one feature to make this distingwsh.
Moreover, the selected feature is chosen as
the most dissimilar feature in both classes,
which guarantees the lowest approximation
in the features related to that feature after
the class refinement process. The selected
feature contains the lowest count of
candidate images in the overtapped interval.
If two {(or more) features have the same
number of images in the overlapped
interval, the feature with the smallest
normalized overlapping interval is selected.
The algorithm continues with the two
classes refinement and then repeated for all

pairs of interfered classes until no classes’
causes conflict in the retrieval process. The
following steps describe a computational
model to redistribute class elements based
on adaptation of range limits of selected
features in the interfered classes:

1.Select the feature describing least
similarity, Feature A;
min (count{i e { I, m J, })+count (] e
{ i mi}), Where, i element in class |
& j:element in class J.

OR
min{GnJ)/(wh),i=1,2,....n
Where, n : number of features.

2. Split overlapped and non-overlapped
intervals in l, temp_I, for class [ and Ja,
temp_J for class

temp_[,\ — Ia-Ja

temp Ja &« Ja-1la

Intera — IaWa

3. Move non-overlapped sub-sets from |,
and Js to temp_l4 and temp_J, that
maiches temp_ln and temp_J, sets
boundaries.

movei € {I4} — {temp_la}

move ) € {Ja} — {temp_Ja}

4. Calculate centers of overlapped sets in
[, and Ja
[ « 1/k.2{la} ,k: number of elements
tn 15 set
Jo « I/m2{Ja} ,m: number of elements
in JA set

5. Define Aln and AJs, sels by
redistributing overlapped [, and J, sets.
Intery,, = min {Intera}
Interma = max {Inter,)
If I - Interngin
Then
Almin = Intergyg
Almax = [Intermax
Almax = lc + (Jc - Ic)-(ln[ernmx‘lc)f
((I1'|lCl‘,,m_‘-[c)*‘(lnlel'm;.x-.]c))
Al = Jo - (Jo - T(Intermee-Jo)
((Intermac-l)H(Intermax-Je))

< Ju - Ir"tcrmiu

else
Alin = [nt€r i
Alnay = Interyax
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Al = Jo + (Ic - J){Intermpe-Jo)/
((Interma-lo)+H(Interma-Je))
Algn = Lo - (Ie - Jo.(interpac-lc)f
((Inlermax‘lc)+([mermax‘-}c))
End If

6. Consolidate [5 and )4 sets
la & tcmp_l,q Al
Jae temp JaAlJ,

The interference region in 1, and J, is sphit
1o both classes on a multiplicity basis. The
multiplicities are defined by centers
distribution over the overlapped area.
Figure 3 shows a schematic layout for this
overiap.

1|1t(=.rmhl Al

min
|

< Al mu

Interference AJ min

Area

_1 -
Interm .ﬂl mua

Class |

(a) before pruning

New
Class ,
Class |

R

—_
New
Class |

Jr

(b} after pruning

Figure 3. Interference region in most dissimilar feature before and after pruning.

4. Experimental Results

The database used in conducting the
experiments is composed of 2250 images
for students in a classroom and famous
persons downloaded from the Internet. A
sample of these images ts shown in
figure 4. The main goal of these
experimenis is to compare - the system
retrieval performance before and after
applying each of the proposed frameworks.
The retrieval performance was defined by
precision, and recall of the retrieved
images {18]. Precision (Pr) is defined as
the ratio of the number of relevant images
retrieved (Vr) to the number of tolal
retrieved  images (K), Pr = MNv/K

Recall (Re) 1s defined as the number of
retrieved relevant images (NMr) over the
total number of relevant images available
in the database (Nr), Re = Nr/Ni The
results of image retrieval are explored
throughout different stages of the proposcd
frameworks. Figure 5 shows the retricval
subset images Dbefore applying the
proposed frameworks. The performance
values (precision and recall ratios) are
63.157 % and 72 % respectively. The
refrieval subset images afier applying the
first proposed framework is shown in
figure 6. The precision and recall ratios arc
increased to 68.4211 % and 78 %. The
performance  measures  show  high
performance values.
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Figure 5. Retrieval subset images before applying the proposed frameworks.

Py T e

097516

0.854M1

o i
0.24664 0943186 094212 0.84198 0.94089

Figure 6. Retrieval subset images afler applying the first framework.
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For the second framework a same query
image is entered; its features are extracted
and compared with the classes’ limits and
the matched class is elected. A similarity
measure is used to extract the most similar
images within a specific class. This
measure is based on the differences
between the features of the images being
compared. If + and ¢ are the database and
the query images respectively having the
following feature vectors:

1, ={fi, flysri 1)
1, ={/9,,f9,.....J9,)

The similarity between both images is

Vim ety e

0.93753 0.924686

0.99521

measured by the minimum distance, which
is:

DU )= d, U, dy) )

Where d,,({,,/,) 1s the distance between

the values corresponding to feature n in /
and ¢ images. This distance is calculated as:

d:‘:("e‘!]f;):\i‘(ﬁn_.)@n)z (10)

Figure 7 shows the image retrieval ol the
same person after applying the second
proposed framework. The precision in this
case increased 10 74.213 % and the recall
is also increased to 84 %.

0.94182

)

0.93225 092812 0.924186

Figure 7. Retrieval subset images after applying the second framework.

Table 3 shows the precision and recall
pairs before and after applying the two
proposed frameworks.

Table 3. Performance values before and
afler applying the proposed frameworks.

+ = —|
Precision Recall
Without Classification | 0.63157 D.72
First Classification 0.6842 0.78
Framework
Second Classification 0.74213 0.84
Framework

8. Conclusion

In this paper, two new image retrieval
frameworks that extracl and define
similarity knowledge for a specific domain
are presented. The firsi framework is based
on the simple idea of the vector dot
product, which generates different classes.
The application of this {ramework yiclds
high performance values. The second
framework has the ability (o generatc
classes of images dynamically according Lo
the features of the concerned dalabase.
This reflected back a great enhancement to
CBIR performance by dealing with a class
of images rather than capturing all images
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in the database and hence yielded to
alleviating 1he dimensionality problem.
Two models, imtial classification and
pruning classification, were introduced to
establish images auto-classification and
fine-tuning these classes based on
relevance feedback. Results showed that
retrieval is further enhanced afier applying
the pruming process, which eliminates any
interference between classes.
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