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ABSTRACT

In a Mobile Ad Hoc Network (MANET), temporary link failures and route changes happen [lre-
quently. With the assumption that all packet losses are due to congestion, TCP performs poorly
in such environment. Most of research performed for improving TCP performance over MANET
requires feedback from the network or the lower layer. Moreover, several attempts have been
proposed for a layered TCP improvement. Yet, their percentage enhancemenis are not satis{ac-
tory. In this paper, we explore a new approach to improve TCP performance. This approach
depends on beginning transmission as soon as route reestablishment is done after route failure.
To do this we propose an adaptive backoff strategy with decreasing congestion window and
slow start threshold values when we receive acknowledgement from the receiver, The simula-
tion results showed that this approach had achieved an average performance improvement of
17%. Moreover, the proposed technique does not require feedback from the network or the
lower layers.
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1. Introduction

A mobile ad hoc network consists
of a collection of peer mobile nodes
that are capable of communicating
with each other without help from a
fixed infrastructure. The inter connec-
tions between nodes are capable of
hanging on a continual and arbitrary
basis. Nodes within radio range
communicale directly via wireless
links, while far apart nodes use other
nodes as refays in a multi-hop routing
fashion.

The TCP protocol has been exten-
sively tuned to give good perform-
ance in the traditional wired network
environment as a transport layer.
However, TCP in its present form is
not well suited for mobile ad hoc
networks {MANETs). In-addition to
alt links being wireless, frequent route
faitures due to mobility can cause se-
rious problems to TCP as well. Route
failures can cause packet drops at the
intermediate nodes, which will be
misinterpreted as congestion loss.

In fact, when a route failure hap-
pens for a period of time greater than
retransmission timer value, TCP will
understand this as congestion which
means decreasing both the congestion
window (CWND) and slow start
threshold (SS74r). Then it retransmits
the first unacknowledged packet and
executes backoff by doubling the
value of retransmission timer. With
multiple successive backoffs, the
value of the retransmission timer will
be too long. However during the long
relransmission period, the route may
come back but TCP will not try to
retransmit the first unacknowledged
packet until the refransmission timer
expires. So there is a wasted time that
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TCP will not use although the route
may come back some period ago.

The ideal solution for the route
failure problem is to freeze its state as
soon as the route breaks and resume
2s soon as a new route is found
{Error! Reference source not
found.,2,3]. However, this requtres
instant notification or feedback from
the intermediate nodes to all TCP
senders, and from the network layer
to the transport tayer. Such a feedback
system can be difficult to implement
and expensive to operate.

In this paper, we explore a new
adoption technique of TCP to fre-
quent route failures without relying
on feedback from the network. It is
based on adapting the TCP backoff
after the expiration of the retransmis-
sion timer, when the sender receives
an acknowledgement which covers
the retransmitted packet, TCP returns
to its state before the expiration of its
retransmission  timer.  Moreover,
CWND and SSThr will be divided by
2 and 4 respectively. We call it adap-
tive backoff and response approach
(ABRA). Our study has shown that
this approach can improve TCP per-
formance over mobile ad-hoc net-
works.

The rest of this paper is organized
as fotlows: In the next section, related
work is described. In section 3, we
discuss in detail the ABRA. In section
4, the simulation methods are stated.
Then we show the simulation results
and analysis of the performance in
section 5. The conclusion is in section
6.

2. Related Work



Mansoura Engineering Journal, (MEJ), Vol. 33, No. [, March 2008. E.2{

in this section we present the viri-
ous proposals that have been made in
the literature to overcome the per-
formance of the TCP for ad hoc net-
works. The main problem which af-
fects TCP performance over ad hoc
networks is frequent route failures
which are misunderstood by TCP as
network congestion. The proposals
for improving TCP performaice over
ad hoc can be divided into cross layer
proposals and layered proposals [4].
Cross layer proposals depends on
providing lower layer information to
the upper layer. This information
helps the upper layer to perform bet-
ter. Layered proposals rely on adapt-
ing TCP layer independently from
other layers. Here, we introduce a
layered proposal to enhance TCP per-
formance over ad hoc.

In general, cross layered solutions
report better performance than lay-
ered solutions. But deciding which
one of them to use depends on the
interest of the advantages provided by
ecach one. Cross layered solutions
provide short term gain and it is more
complex to implement and design.
Layered solutions provide long term
solutions and designing protocols in
isolation, Most research work in the
area of TCP over ad hoc is concen-
trated on using cross layered ap-
proaches [3,5,6,7}.

[n the following, we present the
main layered proposals made in the
literature,

Fixed RTO [8]: This technique is
implemented at the sender and does
not depend on feedback coming from
network, It concludes that if two suc-
cessive timeouts exists, then it is a
route failure and not a network con-

gestion. The action taken due to this
situation 1s (o reteansmit the unac-
knowledged packet and the RTO is
not doubled a second time and re-
mains fixed until the route is reestab-
lished and the retransmilled packet is
acknowledged. This is in contrast to
standard TCP, in which an exponen-
tial backofT algorithm is used.

TCP Door [9]: It stands for TCP
Detection of Qut-of-Order and Re-
sponse. This technique depends on
detection of out-of-order (O00)
events of the received packets. The
detection of Q0O is accomplished at
the sender or the receiver. If the de-
tection is done at the receiver, it
should notify the sender with this
event. Once the TCP sender knows
about an QOO event, there are two
actions to be taken, first, it temporar-
ily disables congestion control for a
specific time period (77), second,
recovers during congestion avoid-
ance. In the second action, if during
the past time period (72) the TCP
sender has suffered from “congestion
symptoms” (such as gross timeout or
three duplicate ACKs) and entered the
congestion avoidance stale (such as
halving its window size), it should
recover immediately to the state be-
fore such congestion avoidance action
was invoked.

In Fixed RTQ proposal, the belief
that two consecutive timeouts are the
exclusive results of route failures
need more analysis, especially in
cases of congestion. Also In TCP
Door, the belief that OO0 events are
the exclusive results of route failure
deserves much more analysis. Actu-
ally, multipath routing protocols may
produce OO0 evenis that are nol re-
lated to route failures [4].
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We believe that proposing an ef-
fective TCP enhancement technique
based on layered approach will em-
power system design to make use of
our solution.

3. Adaptive Backoff and
Response Approach

In this section, we discuss in de-
tails the proposed adaptive backoff
and response approach (ABRA). For
TCP, in the event of a retransmit
timeout, TCP retransmits the oldest
unacknowledged packet and doubles
the retransmit timeout interval (R70)
[10]. This process is repeated untit an
ACK for the retransmitted packet has
been received. So retransmit timeout
interval may be very Jlong and the
route may be reestablished some time
ago, this leads to a wasted time. This
wasted time can be used to send
packets since the route to the receiver
exists, We try to make use of this
wasted time by making the retransmit
timeout interval depends on smoothed
round trip time (SRTT).

The ABRA depends on saving the
values of congestion window, slow
start threshold and smoothed round
trip time as last_cwnd, last_ssthr and
last_srtt respectively when the re-
transmission timer expires. Then in-
stead of mulitiplying RTO interval by
two each time, we multiplv it by a
value called backoff, .. between one

and two depending on the last_srt.
The backoff,, and the new RTO

value (RTU

il

) are computed as fol-
lows:
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last_srit —min _sei

backoff,.. =1+ -
max_ sHf — min_srit
RTO”("II' = bac.&o.g:lf,‘\l' * RTO('M!‘\"I‘H!
Where R70 is the current

Crrreii
RTO value, min_srif is the minimum
smoothed round trip time seen so far,
and max_srit is the maximum
smoothed round trip time seen so far
as shown in figure 1.- We initialize
min_srit and max_srti with the values
0.1 and 0.6 seconds respectively.
Choosing initialization values of these
two variables were done experimen-
tally since they give the best results.

The reader may ask why this form
was chosen. In fact, we have experi-
mented many forms. In the initial
phase of the experiments, fixed values
between one and two are given to
backoff,..., then we develop our idea

to use the previous mentioned for-
mula but with adoption depending on
round trip time (rtt). Finally, we have
used smoothed round trip time (srtt)
instead of rtt. We have noticed that
the previous mentioned form with an
adoption depending on srtt can im-
prove the performance of TCP over
ad hoc networks.

>

tnst_srl

o
o

nax_snl

=]
o

=
u

min_ sril

o MOTT B B MBS M0 8 M 1D

srtt value (seconds)
[-d

=

Time {sac)

Figure | : The meaning of min_sri,
max_srit and last_srit

When the sender receives an ac-
knowledgement, TCP returns (o its
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transmission state before the expira-
tion of its retransmission timer. Also,
congestion window (CWND) and
slow start threshold (SSThr) will be
divided by 2 and 4 respectively 1o
avoid network sudden congestion. it
is be noted that the values, by which
CWND and SSThr are divided, are set
by trial and error since they give best
results during simutation experiments.

4. Simulation Methods

To emulate the proposed algo-
rithm, a simulation siudy was done
using NS2 network simulator [11]
(version NS2.29). It included the
CMU wireless network extension [12]
that implemented a set of ad hoc rout-
ing protocols (DSR [13], AODV {!4].
etc.) and 802.11 MAC layer, and a
wireless channel model with a dis-
tance of 250m transmission range.
We add our algorithm to the imple-
mentation of the NewReno TCP [15]
in NS2. The ad hoc network model
used in this study was a set of 20
nodes confined to a 1000m by 750m
rectangular area. Mobility is simu-
lated using the random waypoint mo-
bility model over 50 different mobil-
ity scenarios for each maximum mov-
ing speed. A zero pause time was
chosen to make the nodes move all
the time. The maximum moving
speed is set to 2, 10 and 20 m/s.

Routing protocols: DSR [13] and
AQDV [14) are used as on-demand
routing protocols. On-demand proto-
cols do not maintain routes between
all the nodes in ad hoc network.
Rather, routes are established when
needed through a route discovery
process in which a route request is

broadcast. A route reply is returned
either by the destination or by an in-
termediate node with an available
route. Route error messages are used
to invalidate routing table entries
when link failures are detected.

Transport protocols: Mixed UDP
and TCP |15] traffic are used. For
UDP, we used the existing $tandard
UDP protocol, For TCP, there are
many TCP algorithms commenly
used in the internet. One of the differ-
ences between these TCP versions
lies in their methods of recovering
from packet loss which supposedly
comes from network congestion.. We
took the NewReno version of the TCP
protocol as our base case because it
outperforms the previous versions
like Reno and tahoe TCP, also, be-
cause its popularity in last years [16}.

The traffic work load 1s a single
TCP connection. Using an FTP, a file
transfer was conducted over this con-
nection for 120 seconds. This single
TCP connection was joined by 10
CBR flows (2KBps each) that were
established among 10 random pairs of
nodes to induce background/cross
traffic and congested conditions.

. Performance metrics: The im-
provement percentage of throughput
in NewReno TCP is our main metric.
Our work is implemented in Ne-
wReno TCP and compared by the
Fixed RTO [8] approach because it is
a layered approach which is interested
in adopting backoff value. Although
the authors in [8] implemented Fixed
RTO in Reno TCP, hence we have
implementd it in NewReno TCP be-
cause of its good performance and
popularity as we said earlier. We have
measured the highest acknowledge
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number that received by the TCP
sender. The higher the acknowledge
number, the better perfermance had
TCP achieved.

The improvement is measured as
follows:

imp%s= hack 4pp4 ~ 1ack NeyReno 100

hack povwReno

where imp% is the improvement per-

centage, hack,,,, is highest ac-
knowledge number of the ABRA and
hack,, ... 15 the highest acknowl-

edge number of NewReno TCP. This
is done for each movement scenario.
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Then we take the average for these 50
scenarios.

5. Performance Results

As we have predicled earlier, our
adaptive TCP can improve the TCP
performance by trying to adapt the
retransmission timer value so we can
send packets as soon as possible when
a broken route comes'back, The re-
sults from running the simulation
have validated this hypothesis. Figure
2 illustrates an example case on how
our ABRA approach out-performs the
NewReno TCP (under a particular
scenario and setup).

T & NewRano m ABRA

0 20 40

Tlme {(second)

80 80 100 120

Figure 2: Comparasion between ABRA and NewReno TCP with respect to received
TCP sequence number.
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Figure 3 (a)
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Figure 3: An example shows the interval of retransmitting the unucknowledged
packet
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af different speeds using DSR
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Figure 5. Enhancement percentage al
different speeds using AODV

Figure 6: Total enhancement perceniage

average

Routing | max Enhancement %
protocol | speed | Fixed ABRA
{m/s) | RTO
AODY 2 10.92 19,1

10 20.18 206.57
20 6.12 2.81
AQDYV
average 12.46 16.08
DSR 2 5.1 37.62
10 22.88 17.34
20 0.61 -1.02
DSR
average 9.5%9 17.72

Table 1: Resulis summary.
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Figures (3-a) shows a route failure al
beginning of transmission. We can
notice how the NewReno TCP re-
transmission timer value is doubled at
peints (a,b,c,d) when the timer expires
and need to retransmit the unacknow-
ledged packet. On the other hand,
ABRA TCP at points (e.f.g) does not
double the value of the retransmission
timer each time it expires but it de-

pends on SRIT to set the backoff

value. We notice that ABRA resumes
normal sending at a time of 69 sec-
onds, but NewReno TCP resumes
normal sending at a time of 90 sec-
onds. We can easily conclude that the
route comes back between 56 and 69
seconds which was early captured by
ABRA. This shows ABRA TCP be-
gins normal transmission as soon as
possible. The same behavior can be
shown in figure (3-b) where the cir-
cled region shows a route faiture dur-
ing data transmission. As noted previ-
ously, ABRA outperforms NEW
Reno and tries to resume normal
transimission early.

Figure 4 shows the enhancement
percent average using the DSR rout-
ing protocol. Both FixedRTO and
ABRA TCP outperform NewReno
especially at 2 and 10 m/s, but at 20
m/s they behave like NewReno.
ABRA TCP outperforms FixedRTO
at low speed and is slightly below at
medium and fast speed.

Figure 5 shows the enhancement
percent average using AODV routing
protocol. Both algorithms outperform
NewReno. ABRA outperforms Fixe-
dRTO at low and medium speed and
is smatl below FixedRTO at high
speed.

Figurc 6 shows the overall en-
hancement percenl average of all
speeds.  FixedRTO  outperforms
NewReno by 12.5% for AODV and
9.6% for DSR. ABRA TCP outper-
forms NewReno by 16% for AODV
and 17.7% for DSR. Table | sum-
marizes the overall results men-
tioned before.

6. Conclusions °

In this paper, an approach to im-
prove the TCP performance over
mobile ad hoc networks has been
proposed. The proposed approach
adapts the value of retransmission
timer value to retransmit the unac-
knowledged packet as soon as pos-
sible after route reestablishment.
Our simulation results showed that a
significant improvement of ap-
proximately 17% can be obtained in
the TCP throughput.

Our approach does not rely on
the feedback from lower layers or
from the network. As we have
pointed out before, the [eedback
mechanism can be difficuit to im-
plement and expensive to deploy.
The obvious tradeoff is that a feed-
back-based approach is more accu-
rate because the information is di-
rectly from the network. So the con-
clusion is, for improving TCP over
ad hoc network, the feedback-based
approach should be used if avail-
able, otherwise, our approach can
work on any environment and still
deliver a significant improvement.

More simulations are to be done in
future to explore the effect of ABRA
TCP on other ad hoc routing proto-
cols. In order to accurately simulate
the realistic congested network envi-
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ronment, there is a need to experiment
with multiple TCP flows.
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