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Abstract

Magnetic resonance hmaging (MRI) is an advanced medical imaging technique providing
rich inforimation about the human soft tissue anatomy. The goal ot brain magnetic resonance
iage segmentation is to accuratcly identify the principal lissue structures in these image
voiumes. There are many methods that exist to segment the brain. One of these,
conventional methods that use pure image processing techniques are not preferred because
they need human interaction for accurale and reliable segmentation. Unsupervised methods.
on the other hand. do not require any human interference and can segment the brain with
high precision. In the light 1o this facl. we in (his paper compare the performance ol four
image segmentation techniques in the subject of brain MR image. Resulls show that FFuzzy
Kohonen's Competitive Learning Algorithms performs better in terms of segmentation
accuracy, while FCM performs better in teyms of speed of computation.

1. Introducticn

Magnetic resonance imaging (MR1) is an patbology [3]. In order 1o offer useful and
important diagrostic inaging technique Lo accurale  clinical infonnation.  the
obtain high quality brain images in both scementation and recognition algorithms
clinical and research areas because it is of MR images arc becoming important -
virtually noninvasive and i1 posscsscs a subject of the study on medical image
high spatial resolution and an cxcellent processing.  Brain lissue  segmentation
contrast of sofl Gissues | 1. 2]. MR images (ypicaily classifies voxels into grey matter
are widely used not only for detecting (GM).  white mallter  (WM).  and
tissue deformities such as cancers and Cerebrospial Nuid (CSI). Segmenlation
wjuries, but also for studying brain of MRI is performed manually by trained
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radiclogists. bul now (here are many recent
developments are employing to segment

the MRI. since manual scgmentation ol

images is a time consuming process and is
susceptible to human errors. So there is a
need lor compulter analysis o MRY such as
precise delineation of tumors and reliable
reproducibie segmentation of imagcs.

In segmenting MRI data. we have mainly
three  considerable  difficulties:  noise.
partial volume cffects {where more than
onc tissue is inside a pixel volume) and
intensity in-homogencity [1]. The majority
of intensity in-homogencitics arc caused
by the irregularities of the scanner
magnetic  fields-static  (B0).  radio-
frequency (B1) and gradient ficlds. which
produce spatial changes in tissue static.
Partial volume effects occur where
multiple tissues contribute to a single
voxel. making the distinction betwceen
tissues along boundaries more difficult.
Noise in MR images can induce
segmentalion  regions  to beeome
disconnection. Two main reasons lead to
the problem of partial volume clfects. On
the one hand. due 1o the imaging
resolution, the complexity  of  lissuc
Boundarics causes many voxels to be
composed of at least two or more tissucs.
On the other hand. the constitution ol a
brain cannot be restricted to only three
pure tissues (GM. WM. and CSF}).
Therefore, it is important Lo take advanlage
of useful data while at the same tme
overcoming potcntial difficulties [4. 5].
Among many MRI segmentation methods.
neural network and fuzzy clustering
technique  attracted
researchers  for using 1 flor  MRI
segmentation.

Neural network attracted more and more
researchers for its abilities ol parallel
operation, self learning. [laull tolerance.
associative Memory. multifactorial
optimization and extensibility. Bul it can
not express human expert’s knowledge and
experience. and the construction of its

more and  more.

topological structwre lacks ol theorctical
methods.- Moreover the physical meaning
of its joint weight s not clear, All these
can make the secgmentation method of
neural networks unstable [4. 6].

Images are by nature fuzzy {7]. This is
especially true o the MRI bmages. The
fuzzy property of MRI images is usually
madce by the limitation of scanners in (he
ways ol spatial. parametric. and temporal
resolutions. Whal's more, the
heterogencous  material - composition  of
human organs adds (o the [uzzy property
i omagnelic resonance images (MRI). As
the poal ol image scgmentation is to
extract the object from the other parts.
segmentation by hard mcans may despoil
the fuzziness of images. and lcad to bad
results. By contrast. using fuzzy methods
to segment MRI images would respect the
inherent property fully, and could retain
inaccuracics and uncertainties as
realisticatly as possible | ]]. _
There arc many rescarch have developed
NNs that incorporate [uzzy cluslering
strategies 1o overcome the limitation of
NN listed above.

The aim of this paper is lo implement
different techniques ol neural nelwork.
fuzzy clustering  teehnique. and  hybrid
approaches (o segment brain MR[ image.
And provide a quantitative comparison of
the performance of  these  image
segmentation techniques in subject of
brain MR images.

The reminder of this paper is organized as
[ollows. Secltion 2 description of data used
is defined.  Section 3 the image
scgmentation problem is delined .Section 4
present the MRI segmentation techniques.
Scetion 5 'gives (he result, Finally this
paper gives the conclusion in Section 6.

2. Description of data used
Magnetic Resonance [maging (MRI) and

Computed Tomography (CT) are the main
sources ol 3-17 images in medicine. Here. a
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briel” presentation of the specilics ol the
MRI acquisition process for braim imaging
is given.

When protons in a hydrogen alom (hence
in the walcr within the brain Lissues) are
placed in a magnetic ficld. they oscillate
with a frequency depending on the strength
of the field. They arc capable ol absorbing
encrgy fram the field and when it s
switched ofl"  they return o (heir
equilibrium by transmitting the absorbed
encrgy.

This re-radiation of energy is obscrved as
the MRI signal. The intensity ol a voxel
(rom the MRI dala corresponds (o

averaging the signal over a small area of

the brain and over an interval of time.
Usually, the tissue area is Imm2 in the
plane (or slice) parallel to the MRI
detector. After a slice has been obtained.
the detector moves aleng the third axis o
acquire another image. The slice thickness
is usuatly 3 - 5 mm and the gap belween
slices is usuvally 2 mm. Therelore. there
can be a strongly perceptible diflerence in
the cross-section shape ol various
anatomical structures between adjacent 2-
D stices. The image volumes are oblaincd
by slacking the slices logether along (he
third  dimension.  ‘The  phrase  “third
dimension' denotes the axis, along which
the resolution is lower. FHowever. the 2-D
slices defined along the higher resolution
can be physically any of (he axes. The 2-D
MRI scans can be acquired coronally.
sagitally or axially (transaxially) (Figurel).
but are all fundamentally 3-D data. An
element of a slice 1s correlated not only (o
its spatial neighbors within the same slice.
but alse with spatially adjacent ncighbors
in nearby slices.

The standard slice orientation is transaxial
(or axial) (see Figure 2. Jefl). Slices with
sagittal and coronal orientation are shown
in Figure 2, middle and right vespechvely.
The return of the hydrogen nuclei Lo their
equilibrium state takes some time, and is
governed by two physical processes.

Axial planc

plane

Sagittal

; Caoronal planc
7z

[Fligure). MRT plane.

IFigure 2. Axial. sagittal and coronal views,

fhe st is  the relaxalion back (o
cquilihrium of the component of  the
nuclear  magnetization,  parallel to  the
magncetic lield. which takes time T1 and
the  sccond 15 the relaxation  of  the
perpendicular  to the  magnetic  bHeld
component which takes tme T2, Hence,
the strength of the observed MRI signal
depends on three main parameters: the
Proton Density (PD) in the tissue (The
greater the density. the larger the signal).
and the times T1 and T2. For most solt
tissues in the brain. the proton densily is
very homogeneous. and therelore does nol
conlribute signal differences to the final
image. The times T1 and T2, however. can
be dramatically different for various soft
tissues, causing major contrast belween
them in the resulting image. [t is possible
(o manipulate the MRI signal by changing
the way in which the nuclei are exposed 10
the clectromagnetic energy. i this way.
the dependence of the final MRI image on
the thice parameters can be specified by
welghting lechniques.
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Figure 3 illustrates the same physical slice
of the brain as a PD (lelt). T'l-weighted
(middle) and T2-weighted (right) image.

Figure 3. PD. T1 and 12-weighted axial
images of a buman brain.

When selecting the type of weighting, a
tradeoff s made betwecn factors such as
cost, time, signal-to-noise ratio. etc.
Considerations about the comfort of the
patient are also impartant in this sclection.
For instance. the TI images give
anatomical details, but tend 1o be noisy duc
-to the short acquisition time (< 1000 ms
for one slice). T2 images posscss bipger
conirast belween the tissues bul take
longer to acquire (3000 - 4000 ms.). The
PD images (typical acquisition time: 2000
ms.).  gererally  maniiest  the  smallest
contrast between the tissues. llence. P
images present the grealest challenges lor
anatomical segmentatian.

3. The image segmentation problem

Image segmentation 1s a process that
partitions an image into the dilterent
objects composing it. The objects are sels
of points that naturally form a group in
their measurement space. In the segmented
image, each object is labeled in a way that
reflects the “actual structure”™ of the data
and facititates the description of (he
original image so that it can be interpreted
by the system that handles the unage
further. Depending on whether spatially
separated objects of the same kind have to
be labeled the same or not. the image
segmentation problem may be regarded as
a classification problem or a clustering
ong, respectively. Several authors (e.p..

{41) cmployed the following formal
delinition ol image scgmentation.

Formal definition: L.et # denote the grid of
all the pixels in the image. e, the set of
all the pairs:
Foy =i =12 N =12 M where

Nand A arc the number of rows and
columns ol the matrix representing (he
image. and fet P(.) be a uniformity (or
homogenceily) predicate which assigns the
value TRUIE or FALSE o a nonemply
subset of # . depending only on properlies
relaicd o the value of the pixels in the
subsel. () also has (he property that

given a subsct ol F. say ¥ . and a subset
ol 1 .sayZ . P(¥Y }=TRUE implies always
that # (7)) =TRUFE .

A segmentation of the grid Flor a
uniformity predicale 2 is a partition ol
Fintn disjoint nonempty  subsels
For Lk such that:

(W i Fwith ENF =g 2
(Lvery pixel must be in one. and only one,
segnmenlt )

(2) £.i =12 000s connected
(i.c.. composed ol contiguous grid points);

(3) P{F)Y=TRUE for i =1.2...n
{the segments should be uniform, in terms
of the chosen P )

(4y  P(FUF)=FILSEwhen  Fis

adjacent to F .
In what vegards constraint 2) above. the
reader Tamiliar with the problem might
arguc that some of the segmentation
algorithms  produce nonconnected  {or
nonconvex) segments  {e.g.. classical
thresholding algorithins). Morc important.
it should be noted that the definition above
only delhines what are the constraints on a
possible segmentation ol an image. and not
what a correct segmentation of an image
is.

4. Methods
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4.1 The Self-organizing Features Muap
algorithm

With the aim of obtaining adaptive image
processing, researchers have tried (o
empioy neural network (NN) approaches.
Here, the basic objective is to emulate the
human vision processing system which is
highly robust and nroise inscnsitive and
hence can be applied even  when
information  is il defined  and/or
defective/partial.

A self-organizing map (SOM) is a type of
artificial neurat network thal is trained
using unsupervised learning to produce a
low-dimensional (iypically (wo
dimensional), discretized representation of
the input space of the training samples,
called a map. The map secks (o preserve
the topological properties of Lhe inpul
" space.

The basic SOFM model consists of 1wo
layers. The first layer contains the input
nodes and the second one contains the
output nodes. The outpul nodes are
arranged in a lwo dimensional grid.

Lvery input is connected extensively (o
every output node via adjustable weights.
Let

X =[x,.x,.%,.x, ) be aset of N inputs
in R" such that each x, has & dimensions

(or features).
Let P be the number of output node and

W=y, a0, Wor o) denole  the

weights or reference vectors. v, denoles
the input to output node j and v is the
weight from input node / to the output
node j. ¥ is the vector containing all of

the weights from N input nodes to output
node j. Updating weights for any given
inputs i SOFM forin is done only for
output units in a localized neighborhood,
The neighborhood is centered on the
output  node whose disiance s

minimum. The mcasurement of 4 is an
Fuclidean distance. defined as:

d, =win |y —w I (1)

The neighborhood decreases in size with
time until only a single node is inside its
bounds. .A learning rate,o,(r). is also

required which decreases monotonically in
time.  The weight updating rule is as
loflows:

w (F A = (D ro Uy, = () {2)

‘The algorithm works as shown in [9], [10]
and [11}. However, SOFM algorithms are,
firstly. highly dependent on the training
data representatives and the initialization
of the connection weights. Secondly. they
arc very computationally expensive since
as the dimensions of the data tncreases.
dimension reduction visualization
techniques become more important, but
unfortunately the time to compute them
also increases. For calculating that black
and white simifarity map. the more
ncighbors we use to calculate the distance
the better similarity map we will get. but
the number of distances the algorithm
needs to compute increases exponentially.

4.2 Fuzzy c-means (FCM) for image
segwentation

The objective of image segmentation is (o
divide an image inte meaningful regions,
Errors made at Lhis stage would affect all
higher level activities. Therefore, methods
that incorporate the uncertainty of object
and region definitions and the faithfulness
of the featurcs to represent various objects
are desirable.

in an ideally segmented image. cach
region should be homogeneous with
respect (0 sone predicate such as gray
level or texture. and adjacent regions
should ~ have  signilicantly  different
characteristics or features. More formally.
segmentation is the process of partitioning
the cntire 1mage into ¢ crisp maximally
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connected regions | R, | such that cach R,
1s homogeneous with respect o some
critecia. [n many situations. it is not easy (o
determine if a pixel should belong to a
region or not. This is because the features
used 1o determine homogencity may not
have sharp transitions at  region
boundaries. To alteviate this situation. we
can inset fuzzy sel concepts into the
segmentation process.

In fuzzy segimentation. cach pixel is

assigned a membership valuc in cach of

(he ¢ regions. If the memberships arc taken

info account while computing properties of

regions, we obiain more accurate estimates
ol region properties. One ol the known
techniques to obtain such a classification is
the FCM algorithm [12. 13]. The FCM
algorithm is an unsupervised technique
that clusters data by iteratively computing
“a fuzzy membership function and mean
value estimates for each class. The fuzzy
membership function. constrained to be

between 0 and 1. reflects the degree of

sumilarity between the data value at that
location and the prototypical data value, or
‘centroid, of its class. Thus. a high
‘membership value near unity signifies that
the data value at that location is close to
the centroid of that particular class.

The FCM algorithm. atso known as [Fuzzy
ISODATA, s one of the most frequently
used methods in patiern recognition.

The FCM algorithm assigns pixels Lo each
category by using fuzzy memberships. Let
X =(x, X,y x,) denotes an lmage

with N pixels to be partitioned nto ¢
clusters, where x, represents multispectral
(leatures) data. The algorithm is an
iterative optimization that minimizes (he
cost function defined as follows:

L
J=y S urilx, ~v, I (3)

=l s=1

Where wu, represents the membership of

pixel x, in the ith cluster. v, is the ith

cluster center. ||| is a norm metric. and m
is a constant. The parameter m controls the
fuzziness ol the resulting partition, and
m =2 is used in this study.

The cost function is minimized when
pixels close to the centroid of theirclusters
arc assigned high membership values. and
low membership values are assigred to
pixels with data far lrom the centroid. The
membership  function  represents  the
probabilily that a pixel belongs to a
specific cluster, In the FCM algorithm. the
probability is dependent solely on the
distance between the pixel and each
individual cluster center in the feafitre
domain. The membcership functions and
cluster  centers  are  updated by the
folowing:

1

”H = Yim-hy (4)
'Z fix, -v, H
e, =l

and .
: u:'.\ ,

v, = (5)

Starting with an initial guess for cach
cluster center. the FCM converges to a
solution for 1, representing the local

minimum or a saddle point of the cost
function. Convergence can be detected by
comparing the changes in the membership
function or the cluster center at two
successive ileration steps.

4.3 An Adaptive Neuro-Fuzzy System
for Automatic Image Segmentation

Aulo adaptive neuro-fuzzy segmentation
architecture is presented in reference [14].
The system consists of a multilayer
perceptron  (MLP)-like network  that
performs image segmentation by adaptive
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thresholding of the inpul image using
labels automatically pre-sclected by a
fuzzy clustering technique, The system's
architecture is feedforward, but unlike the
conventional MLP the learning s
unsupervised. The output staius ol the
network is described as a fuzzy set. Fuzzy
entropy 1s used as a measure of the error of
the scgmentalion system. Given an inpul
image. the syslem is forced (o evolve
toward a minimum fuzzy entropy stalc in
order to obtain image segmentalion. The
system is capable to perform automatic
multilevel segmentation of images, based
solely on information contained by the
image itsell. No a priori assumptions
whatsoever are made aboul the image
(type, features, contents. stochastic model,
etc.).

Vicwed as  a  system.  Lhe proposed
algorithm consists of two main processing
blocks (Figure 4): the (fuzzy} error
[unction definition block {A). the adaptive
thresholding block (13).

1) Error Function Definition (Block A).

The purposc of this stage is 1o provide the
objective error [unction to be used by the
adaptive thresholding stage. First, the
luzzificalion block divides the input image
into that number of fuzzy sets using FCM,
and then the error function definition block
gcnerates error function by determining
the contribution of each gray level 10 the
fuzzy entropy of the parlition.

I > Fuzzification —“r Errar function iefinilinn t tmage
I_ ___________ o o e e 0 — — A_| 4
. T T . 2 A A - T T
Input |1 ] NN {adaptive NN's - - -
image [ | " thresholding) output ¥ Defuzzification
) { image
v ¥
|
| NN's Calculale fuzzy
I tuning enlropy
|

Figure 4. Block diagram ol proposed system

2) Adaptive Thresholding (Block B):

This contains the Neural Network (NN}
block, the fuzzy entropy calcutation block
and NN tuning block. Its inputs are the
mput image and the error (unclion
determined by the block (A}, and its oulpul
is the scgmented image.

Neural Network: The neural network
block performs adaptive thresholding of
the input image. The network archilecture
consists of an input layer, an output layer
and at least one hidden layer. Each layer
consists of M x N neurons, every neuron
corresponding to an image pixel.

Activation function: A mulii-sigmoid
activation function was used to allow more
(han two stable states ol the neuron output.
The multi-sigmoid function is defined as

OB =

s e

el

where
u step function;
g, thresholds;
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y, target level for cach sigmoid. will
constitute system’s labels:

8,  steepness paramcler;
o size of neighborhood.

The thresholds and the target values arc
obtained from the error function, as the
gray levels with the maximal and with the
minimal levels of fuzziness respectivcely.

Training: The back-propagation algorithin
is employed for training. As we apply
Input image the neurons in the first layer
receives the input, and will apply it to the
Linear Combiner and the Activation
Function and produce the output, this
output will become the input for the
ncurons in the next layer. So the next laver
will feed forward the data. to (he next
layer. And so on, until the last layer is
recachcd. We comparc the desired and
actual output compute the crror as (he
difference bhetween dcsired output and
actual output. Once wc decided what
adjustment we need to do to the neurons in
the output layer. wec back propagate the
changes to the previous layers of the
network. Indeed. as soon as wc have
desired outputs for the output layer, we
make adjustment to reduce the error.
Adjustment will change weights of the
input nodes of the ncurons in the eulput
layer. The weights are updated as [ollows:

Output layer

Awr = B}
" v & ey e i
2 - —r— bl 1
7 By s H o, ' Other layer  (8)

I

wlhere

0y Total input to the i-th neuron:

w,  Weight of the link from neuron i in

one layer to neuron j in the next layer;
0, QOutput of the i-th ncuron in the

previous layer:

E Frror in the network's output
(relative to the desired output image)
by Learning rate.

Note: [For simplicity we used -0 indexes
in the above equation. the extension to it
the

2-1) NN is straightforward.

For a multisigmaid as previously defined

o (v e, ) 9

| [
f";'.-
I! . "'—)-- ”f [1'” aol u,‘ }n; ( I 0)
RTIEI t . 4 .
oo b r'h‘_ [t ]
# —wr, F” 1 —er, |0
’ l 3 W, ] Ao SN Sy

for the oulput layer and the other layers
respectively.

Defuzzification: The oulput of the neural
network is initially obtained in terms of the
gray levels, which are then "fuzzyticd” in
order to determine the error. [n the idle
case when the network converges with no
error at all (E=0). the outputs have only
valucs who's membership values are "1™ or
"0." defuzzification is not necessary. When
the network does not converge completely
(whether stopped intentionally or not). the
(uzzilication ol the output image does nol
result in merely erisp membership values.
The information about the membership
values of the pixels might be useful for
further processing, depending on the
application at hand. [f crisp labcling is
requircd. a defuzzification stage must be
added. For display purposes. the simplest
defuzzification method is thresholding the
luzzy partition, so that ecach pixel is
uniquely assigned to the class in which it
has the highcst membership value.
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4.4 A Fuzzy Kohonen's Competitive
Learning Algorithms for MR Image
Segmentation

Most brain MRl images aiways present
overlapping gray-scale iniensiiies for different
tissues. To overcome this problem. [uzzy
methods  are integrated  with  Kohonen's
competitive algorithm in Fuzzy Kohenen's
Compefitive ieaming Algorithms (F-KCL) in
[i8§]. The T _KCL algorithm fuses the
compelilive fcarning  with  Tuzry  c-mecans
(FCM) cluster characieristic aid can improve
the segmen( result eflectively.

Conventional Kohonen's
fearning algarithm

competitive

Step 1: Similarity Matching:

The distances between Llhe inputs and the
_weights are compuled as follows:

d, =[x, v ()

Step 2: Ihe weight adaplation
The weights from ihe inpuls 10 the “winner™

node (thal have the minimum disiance) are
adapted.

w, (1) =w (O+aOh, (O, —w () (12)

with
NS (RS YA RS
i 0
If
Otherwise (13
where
A, (1) denotes the degree of neuron
excitation,

a(r} learning rate of the algorithm e

monotonically decreasing lunctions of tie.

a(r)=a[1[1~}'—] (14)

where (raiming procedure is repeated for the
number of steps T which is specified prior.

In F-KCL. the degree of neuren excitation

h (¢} and learning rate aff) are

approximated  using  FCM  membership

lunclions.

h, (1]:cxp[l{;r” —l]J (15)
.

and
&, (! ) = — (1e)

Transparently. the neuron excitation and the
learning rate are delermined by the

membership function. but the A, (1) in this
method will not be wo large as the time 1
increase. 10 is clearly shows that the learning
rate & (/) monotonically decreases to zero as

time { increase.
S, Result

The  comparison  between  different
techniques listed above in this paper will
doing as shown in figure 5.

The MRI image is first segmented using
one of the segmentation techniques listed
above in this paper. The segmented image
is  separated  into  three  images
corresponding to WM. GM, and CSF.
T'hen these images will be compared to the
references image using mean squared error
lo measure the segmentation accuracy.
['uzzy  clustering  technique, neural
network, and combined system between
them 1s employed (o segment MR images
in this section. The MR iimages used in this
paper are obtained from the
hitp:fhesny bic.mni.megill.ca/braimveb
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tmage Tissuc
Acqulsition Sepmentation

Binary
Sepnwentation

Numerical resull dﬁ

Performance
Measure

Reference image

Figure 5. The block diagram of our comparative study process

web site  in Montrcal  Neurological
Institute, McGill University. McConnell
Brain Imaging Centre (McBIC) [16]. The
database is the result of a research work
developed al McBIC and  contains
quantitative 3D investigation ol brain
structure and function.

The brain phantom and simulated MR
itmages have been made publicly available
and can be used to test algorithms such as
classification procedures which seek (o
identify the tissue ‘type™ of each umnage
pixel [17]. The modality, TI-weighled. are
downloaded Iromn the website as our
experimental data shown in Tigure 6.
Figure 7 shows the brain MR image
Phantoms. They are considered as the true
segmented tissues used in this paper.

Figure 6. The planar simulated TI-
weghted brain images

Cirey Malter CSF White matter

Figure 7. The brain MR image Phantoms

The scgmented Grey matter. CSI. and
White Matlter using SOFM ncural network
arg shown in Figure 8. the segmented
images using the Fuzzy c-means are shown
in Figure 9. the scgimented images using
neure-fuzzy system are shown in Figure
10. the segmented images using a Fuzzy
Kolionen's Compeltitive Learning

algorithm are shown in Iigure |1,

Grey Malter

Figure 8, The segmented lissues using
SOI'M ncural network
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White maller

" CSF

Figure 9. The scamented lissues using
Fuzzy c-imcans

Grey Matter CS¥F White malter
Figure 10. The segmented tissues using
neurQ-[uzzy system

Grey Matter CSF White maticr

Figure 11. The segimented tissues using

Fuzzy Kohonen's Competitive [.carning
Algorithm

Performance Measure:

An objeclive method is needed (o
evaluate the pecformance ol image
segmentation algorithims so that diflerent
algorithms can be comparcd. The most
important  performance  criterion s
accuracy, Lhat is. the degree to which an
algorithm’s segmentation malches some
reference “‘gold standard™ segmentation.

A number of similarity coeliicicnts are
used to specify how well a given
segmenlation A4 maiches a reference

scgmentation B0 where A4 and B are
sels of segmented pixels.

The binary scgmentation of the
segimented image were compared with the
reference  image (Gold standard) by
counting the number of correctly classified
and misclassilied voxel.

The agreement of (he binary segmentation
with 1he reference (gold  standard) was
indicated by the following measures |1 7]:

L. Similwrity Index (S} is a measure [or
the correctly classified voxel relative to the
total area in both the reference and the area
of (the segmented image.

2{RefNSeg
5/ _2(RelNSeg) (17)
Ref + Seg

2. Over-GCstimaled Percentage: measure
the area that is falsely classified voxel
(Extra) relative to the arca of relerence
iinage.

Ref Seg ]
Ref

POE = 00 (1)

3. Under-Estimated Percentage: measurg
the area that is falsely not classified voxel
(Miss) relative to the area of reference
image.

ReFﬂSTg-x
Rel

PUE = 100 {19)

4, Correctly-Estimaled Percentage:
measure the area that is correctly classtfied
voxel (Miss) relative (o0 the area of
relerence image.

_ RefSeg y
Rel

PCE 100 (20)

tn these delhnitions. Ref denotes the
volume of the reference and Seg is the
volume of the binary segmentation (Figure
12). The intersection of Ref and Seg, used
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i the ST and PCE. is simitar 1o the volume

of the «correctly  classilicd  voxels
(Overfap). The volumic of
RelNSeg cortesponds o the  fulse
posilives  (Exiral.  The  volume  of

Ref NSeg corresponds (o the false negative
(Miss). The
in Figure 12
The four mmage segmentafion techniques
are implemented on eight Ti-wieghted
brain MR images that are shown n Fignre
13. Table 1 shows the errors between the
segmented mages using  the technigues
listed above and the brain MR iboage
Plumtoms (Reference image) ind the wcan
of the cight images are repevied

These  scgmenlation

exira and miss arca ore shown

technigues wore

implemcented in MATEAB on o I'C wail

FMigure 13:

Fhe eight bram TT-wieghted MRI

A. M. Riad, Hamdy. K. Eiminirand R. R. Mostala

Intel CoreZDue 2 Gllz processor and 3 M
RAM.

Sey Ref
Lre
Afia
Overfap
Figure  12: Comparison  of 2 binary
scamentation  (Seg) with the reference

nhage (Reh, with (Overlap) the carrecthy
classiticd flxtra)  the  false

Vil do o e e

vosg

ooty susd R

Table 4.1: The errors between the scgmented images and Phantoms

Performancy hY| PO (M| (LN it
HICHsUN:
) TN | CSE | WAL | GALOSE | W] GAE | OSE | WM | GM | OSE ] WM
Scpmueatatinn
iechnigque
SOM 87934 F U0 |20 | R3OS ‘._[!g_ 8.3 120 1 1066 1 8966 | 13965 | 88340 | 91001 | 86.035 | -4 see
M 90970 | 92.532 | 87.970 | 8.2 6.3 TG | 8632 | 66bo | 11685 | 91368 | 933300 | 88315 | 15 ser
Nearo-Tizzy systen | B3420 | 9503 | 90943 | 590 19 | 889 1 608 | 6l RR73 | URALY | wA360 | 91125 | RS see
VKU 94 985 G2A LA LG8 | 675 | 5207 ) 2SR L 6776 | W7RS | T2 | 93330 | A¥ s
6. Conclusion Computer-gided  Bmage  analysis echniques

Mugnelic  resopance imaging is commonly
employed for the depiction ol hunmn soft
tissttes. most  notubly  the  human  brain.

lead to image enhancement and  automalic
detection o anatomical structure.
There are many methods thatl exist 1o segment
the brain. OF these, conventional methads are
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not preferred because they need human
interaction  for accurate and  reliable
segmentation  which is  usuully  time-
consuming and expensive. Unsupervised
methads. on the other hand. de not require any
human interference and can segment the brain
with  high precision. For this reason.
unsupervised methods are preferred over
conventional methods. Many unsupervised
methods such as Tuzzy c-mcans, Seli-
Organizing map, etc. exist,

Automatic segmentation of MRI volumes ol
the human brain is a complex task. The
clinical acceptance of Lhese meihods will
greatly depend on the accuracy of the
segmentation, ease ol computation and the
reduction of operator dependence on their
performance.

This paper presented an implementation of
different intelligent segmentation techniques
in the subject of brain MR images. And
_provide a quantitative comparison belween
these techniques. Results have shown thal F-
KCL performs better than other techniques in
term of segmentation accuracy and [FCM
performs betier than other techniques in lerm
of speed of computation.
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