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DEVELOPING A SUPERVISORY TECHNIQUE FOR ONLINE
FAULT ISOLATION AND COORDINATION TASKS
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Abstract:- The control of complex automated systems requires a supervision system that
includes coordination as well as fault detection and diagnosis capabilities. The objective
of cocrdination system is to enforce the plant to legal and safe behavior, while the
objective of the fault detection and isolation is to detect and isolate the failures according
to the observation traces generated by the system. This paper proposes a new supervisory
control technique for online fault detection, isolation and coordination based on Petri net
mode)s. This technique has two components, a supervisor, and a diagnoser. The latter
evaluates the faulty states without checking the properties that restrict the performance of
the conventional dignosers to certain types of Petni net models. This paper alsc presents
two-robot surveillance system, as an application example, to test the proposed algorithm,

Keywords:- Discrete event systems; Fault detection and isolation; Supervisory control
theory; Petri nets; Hybrid systems, Robotics

1-INTRODUCTION Such automated systems are composed

Safety plays a crucial role ior the
reliability of complex automated systems.
In such systems this feature is.incorporated
mainly to eliminate unnecessary rnisks. The
fault detection is very important for the
safety of both systems and humans and
also maintains the production rate,

of different elements (such as machines,
feeders, controllers, etc.); the interaction
among these elements can be characterized
as discrete, asynchronous, and sequential.
Therefore, the process synchronization,
deadlock avoidance, etc. should be
considered as the main problems in both
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normal and abnormal cases [1]. These
characteristics allow the system to be
considered as Discrete Event System
(DES) and allow the researchers to perform
the analysis and control of such systems
using uniform approaches. Discrete Event
System (DES) 1s a dynamic system with
state evolution produced by the occurrence
of physical events. An event may
correspond to the movement of a work
piece in a transport system, the occurrence
of a disturbance or the change in the set
point in the control system, etc. DES can
be found in domains such as
manufacturing, robotic, traffic control,
logistics, and communication systems, etc.

Important contributions in supervisory
control of DES based on the Finite
Automata (FA) and Petri Nets (PNs) are
found in [2-4]. Petri net models are
normally more compact than similar
automata based models and are Dbetter
suited for the representation of discrete
event systems. They also have a good
representational power [3]. Some of the
common successful applications of Petri
nets in discrete event modeling and control
are flexible manufacturing [5-6], industrial
automation [7], robotics [8-9] and batch
processes [10-11]). Numerous approaches
to the systematic construction of Petri net
models have been proposed in [12]. From
this point of view, PNs are employed as
systematic techniques for the modeling of
DES.

Automated systems are subjected to
faults due to the physical characteristics of
their components and the complex
interaction among their parts, The
components of automated systems such as
sensors and actuators are subjected to
unexpected  faults, which  produce
unacceptable deviations from nominal
conditions [13]. Once a fault has been
detected, the control law can be modified
in order to safely continue the operations
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[14]. Researchers have been focused on the
fault diagnosis and detection in the field of
discrete event systems [15-19]). Fault
Detection and Isolation (FDI) are
important issues for discrete event systems
and for Hybrid Dynamical Systems (HDS)
[20] which have received a lot of attention
in the last years. It has been motivated by
the practical need of ensuring the correct
and safe functioning of large complex
systems.

Recently, the model based approach has
been held for addressing fault detection
and location in DES. Most of the published
papers reported the use of finite automata
(FA) as modeling formalism. This is
achieved by the use of a special type of
automaton, called the diagnoser, which is
synthesized from the system model. The
diagnoser can also be used to analyze the
diagnosability properties of the system
(off-line) according to the formal definition
mfroduced in [15-16]. The DES model
proposed in [21), includes “normal” as
well as “failed” behavior for a given set of
faults modeled as unobservable events (ie.,
not directly measured by the system
sensors). A modular structure approach to
perform fallure diagnosis in DES was
proposed in [22] as an extension to the
work published in [15-16].

The disadvantage of the FA is its need
for explicit determination of all the system
states (state explosion problem). In order
to deal with such problem, Petri Net (PN)
models have been used in the context of
DES fault detection. Concerning the works
using Petri nets as modeling formalism,
recently {23-24] proposed a method that
handles the reachability graph of the PN
model in order to perform a similar
analysis of the underlying FA model. Such
works take the advantage of the descriptive
power of PN in the modeling phase, but the
diagnosability test, which is based on
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“reachability graph, is limited to small size
systemis.

There are two approaches for fault
detection and isolation using Petri nets, the
first is based on artificial intelligence while

- the second is model based. In [25], based
-on artificial intelligence, a method of
constructing fault diagnosis systems for
batch processes using Fuzzy Petri-Nets
(FPNs) is presented. Based on Petri net
models, two different approaches exist.
With the first approach, events are
observed and faulty behaviors are modeled
as forbidden states in the Petri net [26]. In
this case the firing of the transitions is
measured and the marking of the places
has to be estimated. In the second
approach, the state is observed and the
fauity behaviors are modeled as the firing
of failure transitions [27]. In this case, the
marking of the places is measured and the
firing sequences are estimated.

In [18] an on-line approach for fault
diagnosis of DES by the interpreted PN
formalism was  proposed. 1n  that
framework, many theoretical results are
presented concerning diagnosability
conditions (if the system is diagnosable or
not), i.e. all faults can be detected. The
main drawback of this approach is the
difficulty to derive a diagnosability test.

The main objective of this paper is to
propose a systematic supervisory control
approach not only for fault detection and
isolation but also for coordination. The
proposed approach extends the work
previously published in [18] and [28]. This
paper considers Petri net models of discrete
event systems with faulty behaviors, which
are triggered by the firing of failure
transitions. Events are observed and faulty
behaviors are modeled as faulty states in
the Petri net. In this case, the firing of
transition is measured and the marking of
the places has to be checked. In this paper,
a modified algorithm is proposed, which is
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based on the online computation of the set
of possible fault states. This is efficiently
achieved by modeling the plant by Petri
nets, since their mathematical
representation allow formulating the fault
diagnosis  problems in  terms  of
mathematical programming,.
The main contributions of this paper can
be surmmarized as follows:
1- Developing a discrete event model
for a robotic system using Petri nets
2- Synthesizing a supervisor for the
modeled system
3- Modifying the conventional
- diagnosis scheme
4- Developing a supervisory control
scheme for online fault detection &
1solation and coordination tasks by
merging steps 1, 2, and 3
5- Testing the developed scheme using
two-robot surveillance system
This paper is organized as follows: In
section 2, the basic notations of Petri nets
are formulated. Section 3 describes the
employed supervision technique. The
proposed algorithm is detailed in Section 4.
Section 5 employs a robotic system to
illustrate the ideas of coordination and fault
detection and isolation; simulation results
are also presented. Section 6 concludes the
topics issued through the paper.

fault

2- NOTATIONS OF PETRI NETS

Definition 1 (Pelri net graph)
A Petri net graph (or structure) 15 a
weighted bipartite graph G= (P, 7, F, W)
where:
P={p,p. .. ptisa finite set of places
represented by circles, |f] = ».
T'={t, t, ..t} 1sa finite set of
transitions represented by bars, |1 = m.
Jc(P x 1) (T x P)is aset of arcs from
places to transitions and from
transitions to places in the graph.
W:I1wO — {1, 2 3 ...} isa weight
function on the arcs. A Petri net is said
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to be ordinary if all of its arc weights
are 1's.
“t=Ilt)={peP:(p, 1) e F}isaset
of input places of a transition #,.
©*=0@) ={p; € P: (1, p) e F}isaset
of output places of a transition ¢;.
Similar notation can be used for places

i.e. ‘p=I(p) and p°* = O(p)).

Definition 2 (Petri net Marking)

The marking function M:P——52Z*
represents the number of tokens (depicted
as dots) residing inside each place. The
marking of a PN is usually expressed as an
n-entry vector M={m,;,my; ...my,}. Where
'Z* are the non negative integers.

Definition 3 (Marked Petri net)
Marked net (G, Mp) is a net G with an
initial marking M,, where G is a Petri net

graph.

Definition 4 (oulpul function)
Q:R(G,M,))—(Z")™  is

function, that associates to each marking in
R(G,My) g-entry output vector; g is the
number of outputs. £ has a dimension of
g *n. Each column of Q is an elementary or
null vector. If the output symbol 7 is
present (turned on) every time that
M(p;)>1, then Q (i,j) =1, otherwise Q(i /)=0.

an  output

Definition 5 (measurable and non
measurable places)

A place p, e Pis said to be measurable if
the i-th column vector of Q is not null, i.e.
Q (+i)#0. Otherwise it is non-measurable

[18). Pun={pnp2...Pmyt 15 a set of
measurable places.

Definition 6 (incidence matrix)

The architecture or layout of a Petri net can
be reoresented with an integer matrix
known as the incidence matrix. The
incidence matrix D of a Petri net is an n X
m matcix whose (7, j) entry is of the form
d; = w(t, p)-w(p; t). The incidence matrix
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is useful in studying the reachability
prablem [1], [29].

Definition 7 (enabled transition)

In a PN system, a transition ;€7 in a Petri
net is said to be enabled if
mp) 2 wip, &) for all p; elfr). An
enabled transition ¢ can be fired reaching a
new marking M,.; which can be computed
as (PN state equation):

ﬂ/fk+;=Mk+DV;; (I)
Vw1 =82 My (2)
Where v (i)=0, i#], vi(j)=1, v is the firing
count vector.

Definition 8 (firing sequence)
A firing sequence from M; is a (possibly

empty) sequence of  transitions
o = fi... f & such that
M, [t )M [t 3M . [t WM where

M,l{opM, denotes that ¢ may be fired at
M, yielding M.

Definition 9 (reachable states)

A marking M s reachable in (G, My if
there exists a firing sequence ¢ such that
My [o )Y M. Given a marked net (G, My,
the set of firing sequences (also called
language of the net) (s denoted L{(G, M)
and the set of reachable markings (also
called reachability  set of the net) is
denoted R(G, My).

Definition
invarianis))
P-invariants are sets of places whose
weighted token count remains constant for
all possible markings. 4 P-invariant is
defined as every integer vector X that
satisfles X "M = X" Mo. The place
invariants of a net can be computed by
finding integer solutions to X" D =0.

10 (Place invariants (P-
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3- SUPERVISION OF DISCRETE
EVENT SYSTEMS

The Supervisory Control Theory (SCT)
was introduced as a conceptual framework
for studying the supervision (control) of
discrete  event  systems  {2], {30].
Supervisory control is the process of
limiting the actions of a discrete event
system to a set of safe, allowable, and
desirable behaviors.

One of the most efficient supervision
techniques in the field of discrete event
system is the Supervision Based on Place
Invariants (SBPI) [31]. The technique has
been successfully applied in many
applications [11] and [32]. The resulting
supervisors are themselves Petri nets.
Supervisor synthesis based on place
invariant technique forms the basics of the
synthesis procedure in this paper. Briefly
this method would be formally described
as follows: the supervisory contro! goal is
to restrict the reachable markings of a
plant, m such that:

LM, <B (3)
Where M, is the marking vector of the

plant, Le 2" ,Be Z™, M_eZ™ and n,

is the number of constraints to be enforced
on the plant model. The system to be
controlled is modeled by a Petri net with #
places and m transitions and is known as
the plant or process net. The incidence
matrix of the plant is D, e ™. It is possible

that the process net will violate certain
constraints posed on its behavior, thus the
need for supervision. The inequality (3)
can be transformed into equality by
introducing a nonnegative slack variable
M, into it. Then (3) becomes:

Lm,+M, =B (4)
The slack variable M, in this case

contains new places that hold the extra
tokens required to meet the equality. The
slack variable that enforces the eyuality (4)
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is a part of a separate net called the
supervisor {controtler) net. 1t is shown in
[31] that 1if the initial marking does not
violate the given set of constraints (3),
these constraints can be enforced by a
supervisor with the incidence matrix:
D.=-LD, (5)
The initial marking of the controller is
computed by:
Moo =B-LM, (6)
Where M, is the nx1 initial plant

marking vector of non-negative integers.
The controller net is a Petri net with
incidence matrix D_ made up of the

process net's transitions and a separate set
of supervisor places. The supervised net is
also called the controlled system or the
closed loop system:

D= DP '!M: Mp
D | M,

4-PROPOSED FAULT DETECTION
ALGORITHM
4.1. Problem Statement

DES approaches to fault diagnosis are
sultable for failures that cause a distinct
change in the state of system components
but do not bring the system to stop:
examples are  equipment  failures.
Contributions of the supervisory control in
fault detection have been developed
considering fauits as forbidden states [3],
[30].

In the fault diagnosis literature, there are
mainly two types of Petri-net-based
diagnosers, namely compiled diagnosers,
whose policy is to provide the set of faults
that could have happened at each state
transition [22]. This approach is based on
the offline computation of the set of fault
events that may have occurred at each
reachable state, providing a fast online
diagnosis at a price of excessive memory
requirements. Another type is the

7
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interpreted diagnoser, which computes
online the set of faults that could have
happened, or a set of fault states the system
could have reached, after each observed
event [28].

In [18] a reduced interpreted diagnoser
has been devised only for safe PNs with an
output function that associates an output
vector to each net marking (interpreted
PNs). The main drawbak of this approach
is the difficulty to derive a diagnosability
test (conditions to establish if the system is
diagnosable or not, i.e. all faults can be
detected). In [28], an interpreted diagnoser
bascd on the online solution of
programming problems was proposed. The
problem of diagnosability check is not
addressed. The notation of g-markings
which extends the classic net marking is
introduced in that work.

4.2. Contribution of this Paper

This paper proposes a new supervisory
control algorithm for online fault detection
and isolation as well as coordination based
on Petri net models. The proposed
algerithm is based on the SBPI technique
merged with modified fault isolation one.
The supervisor and diagnoser are also Petri
nets-based models, which are merged with
the original Petri net model of the system.
Such nets are used to force the system to
desired behavior and to detect faults under
the current net marking.

From the fault detection point of view,
this paper proposes an interpreted
diaganoser. The idea was borrowed from
[18] and enhanced using the notation of g-
marking described in [28}. The proposed
diagnoser is promising for complex
industrial automation systerns with a large
number of system states.

4.3. The Proposed Algorithm

This paper develops a supervisory
control schemes for online fault detection,
isolation and coordination tasks. The
proposed scheme consists of two
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components in a unified framework. These
components are the supervisor, and the
diagnoser. The developed scheme can be
detailed as follows:

1- Constructing the normal and faulty

models of the system

- The set T can be partitioned into the
disjoint sets of rormal transitions Ty
and faulty transitions Ty, where:
TN= {f,,;, fpa .. I,,R},.S'HCI,’I that 'TN| = R;
R is number of normal transitions.
T={tg, tp. .. tg},such that ITI| =L; L
is number of faulty transitions

- Similarly, The set of places of this model
is partitioned into normal places Py and
Saulty places P, where:

PN: {p!?h pnz- . -Pnu}, Whef‘e |PN| =u

Pr={py, pp .. pst where |Pf| =5

- (G, Mp) represents the normal behavior of
the system i.e. when no failures are
considered.

- (G, Myy) represents the faulty behavior of
the system.

- Pp="T; 1is the set of risky places of (G
My) ie. all input places of faulty
transitions.

- Tr=P; NIy is the post-risk transition set
of (Gf, Mgf).

2- Supervisor Synthesizing

- Given the set of constraints (3), these
constraints can be enforced by a
supervisor with the incidence matrix and
initial marking computed using (4) and
(5).

- (G, M) represents the behavior of the
supervisor with the incidence matrix D,
and initial marking M.

3- Combining the plant model with the
SUpervisor

- (Gy, Mpn) represents the normal behavior
of the supervised system (combined
plant/supervisor model).
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- Connect (Gy, Mpy) to the places of Py
through the ftransitions representing the
faults 7

- The matrix 3y represents the output
matrix of (Gy, Moy). Similarly Qy is
extended to represent (G My 1.e. one
column is added to each faulty place in
Py

4- Computation of matrices ¥y and ¥
matrices
A matrix ¥y is computed as follows

[18):

1- A base number © 1s computed using the
following formula:

O =2 max (abs (Dn(ij)) +1 (8)

2-If p, € P, is a non-mensurable place i.e.
Qu(+i)=0 then ¥n(i)=0 (the information of
this place cannot be used by the diagnoser).
It is named a zero entry of ¥y; otherwise it
is named non-zero entry. The first non-zero
entry of ¥y, named ¥y(i) should be equal
to ©°, i.e. ¥n(i) =1. Then the next non-zero
entry of Wy, named ¥n() should be equal
to ©'. This procedure continues until /=
(n+n.) . Hence matrix ¥y can be computed
with the dimensions (n+n.) %I (where n, is
the number of supervisor places). All
entries of ¥y vector are non-negative. The
matrix ¥, can be computed to cover the
faulty places in the plant mode} ie. its
dimensions are (n+n.+s) x/ (where s is
the number of faulty places).

3- Diagnoser synthesis

The proposed diagnoser model structure
for the system normal behavior (Gy, Mp) is
a PN(G,M,g with a single place p,and a
set of fransitions T;=7y, the incidence
matrix Dy can be computed as stated in
[18] as following:

Dy =[¥n)'(S0]" QD )
Where Dy is the incidence matrix of (Gy,

Mp). The marking of the diagnoser M, and
My are computed as:

E. 2%

Mag= [¥n] (1S%]) 7 Q) My,
Ma=[78]) (1017 Q) M, (10)

~ (Gy, Muyg) represents the behavior of the
diagnoser with the incidence matrix Dy
and initial marking M.

0- Error computation
If a transition €7 - (Tpu T is fired in
(Gn Mp) then it is fired in (Gy, My). Ifa
transition t;e 7z is enabled in the system
then t; must be fired in diagnoser. Thus, if
tj is not fired in the system then the output
of the system and the output of the
diagnoser are different. In this case, the
system reached a faulty marking A The
error is  computed by the following
equation: ‘

ev= My~ [P 190" Q)M;

7- Fault Isolation
When e; #0, it means that there is a
ditference between the system output and
the diagnoser, then a faulty marking is
reached. The mechanism used to find out
the faulty marking is called fault isolation.
A modified fault isolation algorithm is
proposed 1n this paper. The modification
extends the work published in [18] and
uses the concept of g-marking in [28]. The
proposed algorithm is as follows:
Inputs: M M, ,e.; where, u, 1s the
marking vector of the supervised normal
process, My is the marking of the
diagnoser, and e; is the error between
them.
Quiputs: p, (faulty place), M, {faulty
marking)
Constants: Dy is the diagnoser incidence
matrix described above.
Conventional diagnoser:
For i=]:|Ty|
If e;=Dy(1,i) Then

Vpe't, Put M, (p)=0

Vpet, Put M,(p)=0
Vp,e(Cr)" P Put M, (p,)=1 and
MM, where p, e P,

(1)
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End
End

Proposed _diagnose: Searching for the
input place of the transition that is in
conflict with the faulty transition is as
follows:

For x=1:u+n,

If (MH](JC)=-1) Then /*Mi, iIs a g-
marking vector (A marking that may
have negative components is called g-
marking (generalized marking)). x is the
index of the place whose marks are
stolen due to fault occurrence.*/
Vpe', Put M,(p)=0

Put M, (p)=0
NP Put M, (p,)=1 and
Mp-My

Vpe tx.
Vp,e(t)’
End
Ead
The schematic diagram for the proposed

algorithm is shown in Figure 1.

Fankyifeiag soquence. Syslem »
Homal firing sequ@ince| (GMg - [
|
! comimands

. Faum
; —u.-b- Fa"'“ slale
i tsolation =
ISR T algarithm
i = Ha
- Diagnoser R
o {GaMa)

\; Supervision and fauX detection stheme

Fig. 1. The proposed supervision and fauit
detection scheme.

5. APPLICATION EXAMPLE: TWO-
ROBOT SURVEILLANCE SYSTEM
This section employs two-robot remote
surveillance system [33] as an application
example to test the proposed algorithm.
The scenario is to employ a team of robots
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to complete more sophisticated tasks than
what each robot is capable of achieving.
These autonomous robots will be exposed
to internal and external threats, such as
systern  faults/failures and component
damages, hence they will be required to
operate with the ability of being
reconfigured  in  real-time.  These
requirements pose great challenges to the
command and control of the robot team as
well as fault detection and isolation.

Such system, which is composed of two
robots named Robot-h and Robot-c. The
application is similar to the "cat and
mouse” problem which is a popular
example in the field of discrete event
system supervision [2]. These two robots
are placed on a floor with five rooms. The
rooms are connected with doors through
which the two robots can pass and the
moving directions for each robot are shown
in Figure 2.2 and Figure 2.b, respectively.

The Petri net model of the two robots is
shown in Figure 3. The upper Petri net
concerns robot-h . while the lower one
concerns robot-c. The transitions model the
ability of each robot to pass from one room
to the other. Table 1 explains places and
transitions.

The supervisor is synthesized using
SBPI technique. It is desired to coordinate
the movement of the two robots such that
collisions must not be occurred. The
problem is to control the doors so that the
two robots can never be in the same room
simultaneously.  This can be achieved
forcing the model to obey constraints in the

form of (3). Hence the coordination
constraints can be formulated in the form:

My, + Mg S 1 (12)
My, +m, <1 (13)
My +mg, <1 (14)
Mgty =1 (15)
Bl +m.g <1 (16)
m,, +m., <1 (17)
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a= i ﬁ -
R4 Rg{‘h RS
(2.2)
:ﬁ}
(2.b)

Fig. 2. Two-robot remote surveillance
system with the moving directions for
(a) robot-h, and (b) robot-c.
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\\\ )
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P Peh

Fig. 3. PN model of the two robot
surveillance system.
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Table 1. Illustration of places énd transitions.

Place Associated action
P Robot-h is in R,
Pn2 Moving from R, to R,
Pua Robot-h is in R,
Pha Moving from R, to Ry
Prs Robot-b is in R,
Phe Moving from Rsto R,
Phs Moving from R, to R;
Phe Robot-h is in R,
Pre Moving from R;to R
Puio Robot-h is in Ry
P Moving from Rs;to R,
Phiz Moving from Ry to Rs
Ph3 Moving from Rsto Ry
Pci Rabot-c is in R,
Pez Moving from R, to Ry
Pa3 Robot-¢ is in Ry
Pes Moving from R o R,
P Robot-cis in R,
Pes MOVing from Rit0 R,
Po7 Moving from R;to Rs
Pes Robot-c is in R
Pes Moving from Rsto Ry
Peic Robot-¢ is in R,
P:ui MOViﬂg from R} to Rz
Transition Associated event
ty start moving from R, to R,
ti2 end moving from R; to R,
tys start moving from R to R,
tha end moving from R, to R,
ths start moving from R, to R,
the end moving from Ry to R,
tr start moving from Ry to Ry
the end moving from R, to R,
tho start moving from R;to R;
thio end moving firom Rj to R,
thi start moving from Rsto Ry
thi2 end moving from Rsto R,
thia start moving from Ryto Ry
thrs end moving from R,to R;
this start moving from Rsto Ry
thie end meving from Rsto R,
Lo start moving from R; to R,
te end moving from R, to R,
tes start moving from Ry to R,
tos end moving from R, to R,
tes start moving from R, to R,
tes end moving from R, to R,
t.r start moving from R; to Ry
les end moving from R; to R
feo start moving from Rs to R;
tero end moving from Rs to R,
tent start maving from R; to R;
teiz end moving from R, to Rs
The supervisor is computed by

equations (5) and (6). Here the marking
vector of the plant has a dimension of
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24x), the matrix L is of dimension 6x24
and the incidence matrix D, is of
dimension 24x28. The supervisor consists
of six places Py, Psa, Pss, Psas Pss, and Pgg
that are linked to the Petri net model of the
plant as shown in Figure 4.

Fig. 4. The model of supervised system
with faulty states.

Based on the faulty system model
shown also in Figure 4, the following sefs
can be inspected:

Tv= {tur th2 B Thar Bns Uhee Doz Uhge Tho Bhion
thite thiz this Snia Qhise tnis Lot fea Ies
tea, tes Lo, ten bess Beos Eeton Lopt L)
T= {2 L30, t31, L32, L33, B34, L35, L3g, 37, L3, Le0)
Lyi, te2)
Pz {Dht, Dhz, Dusr Pits Phs: Prér Pits Phés Piss
Phio. Pitis Priz Phid Pets Pe2r Pe3r Pets
Dese Pebr Pty Pes Ped Pettn pch‘}
P {p31, P32 P33 P3s, P35 P36 P37 P3& Piss
Pao, Peb Pa2 Pad Dasf
Pr="T; ={ Dro. Pns, D6 Phr» Do Phits Prid
Phis Ped Pt Peés Peds Peii}
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Tr = Py (Tw= {ths, the trs, thas thios thiz tnias
Uhi6r ferr beas Teo Lot Letor Ber2f
Po= {Pu1, Prs: Das: Prs, Phios Peis Pesr Pess Pt
Pecio}

The output matrix @ of the normal plant
has 10 rows (g=10; mumber of outputs),
and 30 columms (n=30;, number of
supervisory and normal places). The
diagnoser is computed by equations (9) and
(10). The diagnoser is a single place
connected to all the normal transitions of
the systems. For clarity, the diagnoser is
shown in Figure 5. The computation values
of ¥y as follows: ©=3; The non-zero
entries of ¥y are tabulated in Table 2.
Table 2. Non-zero entries of ¥y

i i 3 5 8 10

win! V3] 9 |27 | 81

i 14 (16 [ 18 [ 21 | 23

19683 |

The simulation of the supervised system is
carried out, using MATLAB environment,
and the results are indicated in Table 3.
Firing the transition t3; using the
conventional diagnoser [18] results in two
faulty places, P35 and Ps3; respectively. This
15 due to that the incidence matnx of the
conventional diagnoser has two similar
values in the 10" and 14™ columps that
match the error detected (which is 81).
Unlike the conventional diagnoser, the
proposed diagnoser detects only one faulty
place (state), Pss, due to the usage of the g-
marking vector. In table 3, for the last row,
A fault is simulated to occur while Robot-h
was moving from room 3 to room J5;
detection of faulty state indicated by the
place pss,
M=[Pn},Ph2,Ph3,Pha:Phs>Ph6:Pn7-Phs: PrgsPhios
Ph11:Pb12:Phi3,Pe1;Pe2PedsPedsPes,PoosPe7Pess
Pc9;P<10,Pe11:Ps1,P52,P53,P54,P55:P56,P31,P325
13333?34,1335,P36,P37,P38,P39,P40,p41,1342,}343,
Paa)-

243 | 729 | 2187 | 6561

i 1)
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L tery ferz Lns

L thre L1 traz

Figure 5. Diagnoser model for two robots
surveillance system.

Table 3. simulation results of the two
robots surveillance system.

[ Evemt Marking Y Ma 2

- 0.0.0.0,0,0,0,00,1,0,00.0,0.00.1 0.
initiali- | 6 06.0,0.1,1,1,1,1,1,00,0000,00000000] | 2268 | 2268 | ©
zkon Robot-h is it room $ and Robot-¢ is in room 1

s [0.0.0,0.0,0.0,0,0.6,0.0.1.0.0,0,0,1,0.0.0,0,

fres | 000 1111,100000000000000 | 287 218710
e [2.0.0,0,1,0,0,0,0.00,0,0,0.0,00.1,000.0

fires 00.4,1.11.1,1,0,0000000000000) | 2% |21% | ©

[0.0.0,0,0,1,0,0,0,0,0,0,00.0001.0000

bsfires | 0010)11.1,00000000000000 | 218 | 2187 | 0
o fires {)O‘b‘t'ﬁ’?_ﬁf_'l'_-ngﬁﬁﬁ{gﬁgjﬁﬁ{& 287 | 287 | 0
moes | 00T 100100000000000000 | 21 | 214 ] 0
wis | o 180000000000000 | 287 | 2187 | ©
e psessssosssssasizsan | [0
6. CONCLUSIONS

This paper develops a new scheme for
coordination and on-line monitoring and
diagnosis of discrete event systems
modeled by Petri nets. The scheme
comprises two components in a unified
framework. These components are the
supervisor, and the diagnoser. The latter is
a modified version of a conventional
interpreted diagnoser that is limited to
certain types of Petri nets. The proposed
scheme also detects any fault in the system
online in an efficient manner. The
simulation results obtained reflects that the
proposed scheme is promising for real time
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control  and monitoring of complex
industrial automation systems.
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