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Abstract |

The goal of routing in a communication network is to direct user traffic from a source to the correct destination
in accordance with the network's service requirements. The routing algorithm is used by network to compute the
path that would best serve to transport the data from the source to the destination. The routing algorithm should
be able to cope with changes in the topology and traffic without requiring all jobs to be aborted in all hosts. The
robustness, stability, faicness and optimality are main properties that the routing algorithms should often have.
The routing algorithms can be grouped into two major classes: non adaptive and adaptive. The performance of
these routing algorithms may be expressed in terms of various criteria, There are many factors that affected the
performance of these algorithms as source and destination capabilities, intermediate nodes capabilities and
finally netwotk parameters.

Because the routing algorithms ave so much impact on the overall performance of any network, the objective’
of the present study is to compare between six routing algorithms by evaluating their performance under various
circumstances. This is done by developing an efficient estimation function that depends on various network
parameters. : , -

Developing this function helps network designers to select the appropriate routing algorithm for their networks.
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1. introduction : .

The routing algorithm is used to establish the
appropriate routing paths or the equivalent
routing table entries in each node along a path.
The routing algorithms can be classified into
two major classes; non adaptive and adaptive:
Nonadaptive routing algorithms do not Dase
their routing - decisions on measurements or

estimates of the current traffic and topology.-

Instead, the choice of route is computed in
advance this procedure is some times called
static routing. These algorithms are simple and
work well in environments where network traffic
is relatively predictable and where network
design Is relatively simple. The most famous
Non adaptive algorithms are Bifurcated, Dijkstra
and Flooding routing algorithms [1].

Adaptive routing algorithms can change their
routing decisions to reflect changes in topology
and the traffic. Adaptive algorithms differ in
where they can get their information, when
change the routes and what metric is used for
optimization. This procedure is some times
called dynamic routing. The most famous
adaptive algorithms are distance vector, link
state and Baran's routing algorithms [2, 3].

In general, a good routing algorithm should
have the following properties:

1. Robustness with respect to failures and
changing conditions.

2. Stability of the routing decisions.

3. Fairmess of the resource allocation.

4. Optimality of the packet travel time.
Robustness means that the routing algorithm
must adjust the routing decisions when
equipment falls and when traffic conditions
change. A robust routing algorithm rapldly
detects change in operating conditions and
reacts fast and appropriately to those changes
either frequently or soon after a change is
detected. The robustness requirement implies
three tasks of the routing algorithm namely
monitoring the network, making the routing
decisioris and implementing these decisions.
Stability means that algorithm should perform
decisions smoothly to changes in operating
conditions. That is, a small change in operating
conditions should provoke a comparatively
small change in routing decisions. Instability
could result from the effect of the routing
decisions on the operating conditions. That is, a
change in conditions could modify the routing
decisions, which would in tum change the
operating conditions.

The routing algorithm ‘Iis fair if it'results in similar
delays for the packets of different sources and
destinations. This definition of fairness should be
modified when the routing algorithm is designed to
accommodate communication  services with
different qualities of services.
The routing algorithm is optimal if it maximizes the
network designer's objective function while
satisfying design constrains. A typlcal choice for the
objective function is the rate revenues for the
network when one assumes that the users pay a
given cost per transmitted packet. The cost per
packet depends on the quality of service provided
to the user. Another commonly selected objective is
to minimize the average delay per packet.
Optimality and faimess are not always compatible.
Such incompatibility may be caused by an objective
function that doesn't reflect properly the operating
cost of the network. [4,5].
The performance of routing algorithms is expressed
in terms of the following criteria:
1. Performance criteria
The efficient measures of the performance of the
routing algotithms are:

sNumber of Hops

oCost

sAverage delay for packet

sThroughput

sMemory requirement

«CPU processing at nodes

. 2. Decision time and place

‘The routing algorithm can select the appropriate
route for either each packet or for the entire
session. Also the decision can be taken in each
node or at central node or at originating one.

3. Information source

All nodes should recognize to all variations in the
network status. This is performed by exchanging

information with other nodes. The source cf this _ '

information can be one of the following:
=All nodes
elocal nodes
sAdjacent nodes
sNodes along route
sNone
4. Information update
The routing algorithm should update information to
all nodes in the network. This is occurred:
+Continuous
sPeriodic
sMajor load change
sTopology change.
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2. Routing algorithms

Routing algorithms can be classified into two major °

classes; Nonadaptive routing algorithms and adaptive
routing algorithms,

2.1 Nonadaptive routing algorithms -

These algorithms don't base their routing decisions
on measurements or estimates of the current traffic,
but the choice of route to get from any node | to any
node J is computed in advance, offline, and
downloaded to all nodes when network is booted.
Three nonadaptive routing are summarized here
1,4,5,6]. .

2.1.1 Flooding

Flooding is a very simple routing algorithm in which
every incoming packet is sent out on every outgoing
route except the one it arrived from. Flooding has two
interesting characteristics that arise from the fact that
all possible routes are tried. As long as there is a

route from source o destination, the delivery of the
packet is guaranteed. One copy of the packet arrives.

by the quickest possible route.

Flooding obviously generates vast numbers of
duplicate packets. In fact, some measures are taken
to damp the process. One such measure Is to have a
hop counter contained in the header of each packet.
This counter is decremented at each hop, with the
packet being discarded when the counter reaches
zero. |deally, the hop counter should be initialized to

the length of the path from source to destination. If

the sender does not know how long the path is, it can
initialize the counter to the worst case, namely, the
full diameter of the subnet.

An gltemative technique for damming the flood is
to keep track of which packets have been flooded to
avoid sending them out a second ime. One way to
perform this goal is to have the source node put a
sequence number in each packet it receives from its
hosts. Each node then needs a list per source hode
teling which sequence numbers originating at that
source have been seen. If an incoming packet is on
list, it is not flooded. To prevent the list from growing
without bound, each list should be augmented by a
counter, k, meaning that all sequence numbers
through k have been seen. When a packet comes in,
it is easy to check if the packet is a duplicate. If s0, it
is discarded. Furthermore, the full list below k is not
needed, since k effectively summarizes it.

Flooding is an extremely robust technique and-
would be particularly suitable- for - military
applications, where large numbers of nodes may be
blown to bits at any instant. In distributed database
applications, it is sometimes necessary to update all
the databases concurrently, in which flooding can
be useful. Flooding always chooses the shortest
path, because it chooses all possible routes in
parallel. Consequently, no other algorithm can
produce a shorter delay [1, 4].

2.1.2 Dijkstra Routing Algorithm

Dijkstra routing algorithm is widely used in many
applications because it is very simple and easy to
understand. This algorithm finds the shortest paths
from a source to all other nodes. To do this it
requires global topological knowledge (the list of all
nodes in the network and their interconnections, as
well as the cost of each link).

In most general the weight of each link could be
computed as a function of the distance, bandwidth,
average traffic, communication cost, mean queue
length, average delay, and other factors [6].

Let D(v) be the distance { sum of links weights
along any path) from source node 1 to node v.

Let L (1j) be the given cost between node 1 and
node j. .

There are then two parts to the algorithm: an
initialization step, and a step to be repeated until
the algorithm terminates:

1. Initialization
Set N ={1}. For each node v not in Set N,
set D{v) =L{1,v).
The value = is used for nodes that are not
connected to node 1; any number larger than
maximum cost or distance in the network would
suffice.
2. At each subsequent step
Find a node w not in N for which D{w) is a minimum
and add w to N. Then update D{v) for all nodes
remaining that are not in N by computing

D{v )= Min [D(v) , D(w}+L(w,V)]
Step 2 is repeated until all nodes are in N.
The Dijkstra algorithm is used in most popular
routing protocols because of its simplicity and
efficiency.

2.1.3 Bifurcated Routing Algorithm

This algorithm suggests the existence of multiple
routing paths for packets to flow between each
source-destination pair. The following procedure is
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done by each nede in the network

1. Each node has a table that kept all possible
routes to all other nodes. -
2. Each route has a weight value.
3. For each transfer, the originating node selects
the appropriate link based on an evaluation

- function (this function is related to traffic status,
channel bandwidth, and other factors) [5].

2.2 Adaptive Routing Algorithms

In these algorithms, routing decisions are changed to
reflect any changes in topology and traffic. Adaptive
algorithms differ in where they get their information
(e.g., locally, from adjacent nodes, or from all nodes),
when they change the routes (e.g.,..periodic, every
load change, or when the topology changed), and the
metric they used to optimize performance {(e.g.,
distance, throughput, or estimated time delay). Three
adaptive routing algorithms are summarized here
15,7.8].

2.2.1 Distance vector algorithm

In this algorithm, each node maintains a table (vector)
giving the' best known distance to each destination
and 'which line to use. These tables are updated by
exchanging the information with the neighbors. The
distance vector algorithm is sometimes called the
distributed Bellman-Ford routing algorithm.

In this algorithm, each node maintains a routing
table indexed by, and contains one entry for each
node in the network. This entry contains two paris:
the preferred outgoing line to use for this destination,
and an estimate of metric to that destination, This
mefric may be number of hops, time delay, total
number of packets queued along the path, or
something similar. In this algorithm, the end-to-end
path is computed for each packet at all nodes. Also,
in this algorithm, each node sends all information of
routing table to only neighboring nodes [5].

2.2.2 Link State Algorithm

This algorithm works within the same basic
framework that distance vector algorithm does to find
the lowest cost path. However, Link-state algorithm
works in a somewhat more localized manner. Each
node maintains a routing table for only its direct
neighbors. Also, each node sends small updates (a
portion of the .routing table) to all other nodes,
Consequently, this algorithm converges more quickly

[71.

The idea behind this algorithm is simple and can be
stated as five parts, each node must:

1. Discover its neighbors and learn their network
addresses. ) R :

2. Measure the cost or the delay to each of its
neighbors.

3. Construct a packet telling all it has just learned.

4. Send this packet to all other nodes. .

5. Compute the shortest path to every other node.

2.2.3 Baran's hot potato routing
algorithm '

In this algorithm, when any node receives any
packet, it attempts to dispose of it as quickly as
possible by replacing it in the shortest output
queue, Also, when any message arives, the node
counts the number of packets awaiting transmission
in each output path. It then attaches the new packet
to the end of the shortest path queue, without
regard to where that link leads [8).

3. The parameters affected Routing
Algorithms

There are many factors that influence the
perfermance of the routing algorithms [9,10]. They
can be classified into three major categories:-

1. Source and destination nodes parameters.

2, Intermediate nodes parameters.

3. Network status parameters.

However, each of these parameters differently
affects the routing algorithms. Also, each main
category has a different influence degree on these
routing algerithms. This influence may be linear, or
exponential, or other forms. The abbreviations
shown in table 2.1 are used to stand for each
routing algerithm. The abbreviations shown in
table 2.2 are used to stand for the influence of each
parameter on routing algorithms.

3.1 Source .and’ destination nodes
paramelers

The capabilities of both transmit and receiver nodes
are very important factors that noticeably affected
the perforrnance of all routing algerithms. Of course,
the powerful transmit and receiver riodes result in
perfect network performance. The CPU status,
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butfering and RAM are the main parameters that
belong to this category.

3.1.1 The CPU of source and destination
nodes

The CPU capability and number of CPUs of both .

source and destination nodes are very effective
factors that the performance of all routing algorithms
noticeably affected with.

Ot course, improving the CPU capability leads to a
positive influence on routing algerithms. Also, multiple
powerful CPUs results in a positive influence on the
routing algorithms. The degree of influence of this
parameter on R, has an anti-linear proportion to the
increase of both data bus width and CPU's clock
speed. Therefore, the following function reasonably
describes this effect:

—1'---—-"‘wl (R,) (3.1)

1=
Zs,. *d,
i=l
Where:

n is the number of CPUs

d is data bus width in bytes.

sis CPU speed in MHZ

wy(Ry) is the weight value that represents the
effect of this parameter on each R

P

3.1.2, The buffering capability of both

source and destination nodes

The buffers are used In both source and destination
nodes to store either originating or received packets
then processed by the node. Of course, large and
variable buffer size resuits in a positive response on
the routing performance, Routing algarithms perform
more adequately when the buffer size becomes
increasingly larger. Hereunder is the function that
reasonably describes this effect:

Pa=( +1)w,(R,) (3.2)

log, B
Whare:
B is the buffer size in MB.
wa{R) is the weight value that represents the
efiect of this parameter on each R,

3.1.3 RAM size

The RAM size is a very important factor that mainly
affected the routing algorithm response. Routing
algoritims perfoorm more adequately when the
memory size becomes increasingly larger. Hereunder
is the function that reasonably describes this effect:

1
Po=(——+1)*w; (R 3.3
a (Iog,R12+) w;(R;) (3.3)

F

Where:
R Is the RAM size in MB
w3(R) Is the weight value that represents the
eftect of this parameter on each R;.

3.2 Intermediate nodes capabilities

The intermediate nodes in any ftraffic path are
mainly affected not only the routing, but also the
overall network performance, Number of
intarmediate nodes, thelr processing capabilities
and thelr buffering status are considered as the
main parameters,

3.2.1 Intermediate nodes processing
capabllities

The ingoing and outgoing traffic at the intermediate
nodes can be processed rapidiy and efficiently, if
these nodes have very powerful CPUs. This case is
similar to Py and heraunder is the function that
reascnably describes this effect:

*wy(R,) (3.4)

1

Ps=
Ts*d

(
Where:

d is data bus width in bytes

s is CPU speed in MHZ.

ws(R;) the weight value that represents the

effect of this parameter on R;.

3.2.2 Number of intermediate nodes
Increasing number of these nodes in any traffic path
leads to increase the cost of this path. Of course, a
large negative influence on performance of routing
algorithm is detected. According to pervious
studies, the function m*in m is selected to measure
this influence [11, 12]. The function describes this
effect cab be written as:

Ps= m*Inm*w, (R,) (3.5)
Where
m is the average number of intermediate
nodes at each link,
ws(Ri) is the weight value that represents the
eifect of this parameter on each R;.

3.2.3 Buffering status

Buffer size of the intermediate nodes plays a very
impartant role In managing packets. Using
adequate large and variable size buffers is the best
choice that leads to a perfect traffic management.
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Like P, the function that reasonably describes this
eftect can be written as:

1
Pg=( +1)*we(R,) {3.6)
log, X -
Where
K is the average normalized buffer size for all
intermediate nodes in MB.
we(R)) is the welght value that represents the

effect of this parameter on each R;
3.2.4 Average intermediate nodes delay

This parameter relies on bandwidth of links, number
of nodes and traffic flow. There are many models that
can determine average time delay. M/M/1 model is
considered the simplest and efficient mode! that can
perform this task. It is very intuitive that the more
average node delay in the network, the more negative
performance of the routing algorithms. Hereunder is
the function that reasonably describes this effect:

Py= %* wy (R,) (3.7)

Where
D is the average node delay in msec
- wy{R) is the weight value that represents the
effect of this parameter on each B;

" The average node delay (D) used in M/M/1 model is
given by: '

_ 1
H*C-1
Whare:
C is the average bandwidth of the links in
KBisec

1 is the average service rate in msec.
X is the average arrival rate in msec.

3.3 Network status parameters

The packet length, network topology and network
traffic are the most common parameters belonging to
this category. These factors are almost changed;
consequently their influences appear obviously on
adaptive algorithms.

3.3.1 Network traffic

The netwark traffic parameter is very difficult to be
evaluated. Therefore, the average number of packets
per second passing through a node can be used as

measure of this parameter. According to statistics
obtained from real cases [11,12], the function that is
selected to measure this Influence on the
performance of routing algorithms:

Pe=x*log, x*wy(R,) {3.8)
Where:
x is the average packets passing through
each node per second.
wa(R) is the weight value that represents
the effect of this parameter on each R;

3.3.2 Packet length -

Increasing the size of packet affected negatively the
performance of routing algorithms. Based on

pervious cases, the function -JE represents this

influence [13]. Hereunder the function that
describes this influence:

Po= VT *w, (R,) (3.9)
Where:
lis the average packets passing through each
node measured in bytes,

we(R) is the weight value that represents the
effect of this parameter on each R,

3.3.3 Network topology

The main basic types of network topologies are
star, ring, bus, ftree and full connected.
Consequently, all various types of large network are
developed based on them. The complexity of
network topology leads to more difficulty in
determining the appropriate efficient routing
algorithm for this network [5].0f course, the
adaptive routing algorithms are more sensitive to
this parameter. The degrees of influence are very
low (V.L), low (L), Fair (F), or high (H). Table 3.1
defines the degree of the influence for each
topology on each routing algorithm [9].

Hereunder is the function that reasonably describes
this effect:

Pio = I(T)" wiofR)) (3.10)
Where:
I(T) is a constant value that express the
influence of topolegy of network
wyo(R;) is the weight value that represents
the effect of this parameter on each R

The following assumptions are used: V.L=1,L=4,
M=7, and H=10.
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3.4 Estimating a cost function @ (R))

The pervious parameters described before exert an
influence on the performance of routing algorithms.
A cost function is considered for each algorithm that
is mainly affected by some or all parameters
mentioned. The cost function ® (R) is expressed as
follows:

()= FRR PR Po(RY) - (B11)
4. Resuits and disdussion

Table 4.1 shows B different cases that represent
source and destination parameters, intermediate
nodes parameters and network status parameters
different network parameters.

The weight values that represent the influence of
each parameter on the routing algorithms are shown
in table 4.2 [14]. Considering these weight values, the
influence functions P, 1 | <10, and ® (R) are
computed for each routing algorithm,

4.1 Computing Py

Using equation 3.1, table 4.1 and table 4.2, the
influence function of CPU of source and destination
nodes P, can be computed, the results are illustrated
in table 4.3. It is noticed that the influence of Py is
relatively small on all R;.

Using equation 3.2, table 4,1 and table 4.2, the
influence function of the buffering capability of both
source and destination nades P; is computed. Table
4.4 illustrates the results. it is noticed from the results
that the influence of P> on both R; and R, are small
relative to other Ry

Using equation 3.3, table 4.1 and table 4.2, the
influence function of RAM size of source and
destination nodes P is computed. It is noticed from
results illustrated in table 4.5 that the effect of P; is
relatively moderate for all R, and R; is less sensitive
to P;, while R, and Rs are more sensitive to P,.

Using equation 3.4, table 4.1 and table 4.2, the
influence function of CPU processing capability of
intermediate nodes P4 is computed. 1t is noticed from
the results shown in table 4.6 that the effect of Py is
relatively small on all R;.

Using equation 3.5, table 4.1 and table 4.2, the
influence function of average number of intermodiate
nodes Psis computed. The results are shown in table
4.7. It is noticed that the Influence of Ps is relatively
high on all R; and R, is less sensitive to Ps, while Ry s
more sensitive to Ps.

Using equation 3.6, table 4.1 and table 4.2, the
influence function of buffering status of intermediate
nodes Pgis computed. From the results illustrated in

table 4.8, It is noticed that the effect of Pg is
mocderate on all R,

Using equation 3.7, table 4.1 and table 4.2, the
average node delay of Intermediate nodes P; is
computed. Table 4.9 illustrates these results. It is.
found that Py has the most extreme effect on all R,
R., R, and R are affected by P; with small degree
relative to Ry, Ry and R;g.

Using equation 3.8, table 4.1 and table 4.2, the
influence function of network traffic P, is computed
and the results are in table 4.10. It is noticed from
the results that the affect of Py is relatively high on
all H|.

Using equation 3.9, table 4.1 and table 4.2, the
influence function of network traffic Py is computed
the results are illustrated in table 4.11. It is noticed
that the effect of Py is moderate and R; and R, are
less sensitive to Py than other B,

Using equation 3.10, table 4.1 and table 4.2, the
influence function of network topology Py is
computed and the results are illustrated in table
4.12. Itis noticed from the results the effect of Py is
moderate on all R

4.2 Estimating ® (Rj) using only source
and destination nodes effect

In this case, only the source and destination nodes
effect is considered and other parameters are
neglected. By applying this assumption in equation
3.11 and taking the sum as the appropriate
function, ¢ (R) is calculated as:

3
o (R) =) P;(R,) (4.1)
J=l
®(R) values for the eight different cases are
computed using equation 4.1 and tables 4.3, 4,4
and 4.5. Table 4.13 illustrates the resulis. 1t is
noticed from the results that Ry has a small cost
relative to other R;.

43 Estimating @® (R) using only
intermediate nodes effect

In this case, the intermediate nodes effect is
considered and other parameters are neglected. By
applying this assumption in equation 3.11 and
taking the sum as the appropriate tunction, ® (Rj) is
calculated as:

;
®(R) =y P;(R) (4.2)
J=4
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®(R) valves. for the eight different cases are
computed using equation 4.2 and tables 4.6, 4,7, 4.8
and 4.9, The results are illustrated in table 4.14. It is
found that R; has a small cost relative to other R, and
Ry has the higher cost value.

4.4 Estimating ® (R)) using only network
parameters effect

In this case, only the network parameters effect is
considered and. other parameters are neglected. By
applying this assumption in equation 3.11 and taking

the sum ‘as the appropriate function, ®(R) is .

calculated as:

10
® (R)=) P, (R,) (4.3)
=8
®{R;) values for the eight different cases are
computed using equaticn 4.3 and tables 4.10 4,11
and 4.12. It is found from the results fllustrated in
table 4.15 that R; has a small cost relative to other R,
and R, has tha higher cost value.

4.4 Overall network performance

evaluation )
Considering all categories effect in estimating the cost
function ¢ (R;) with equal weight, ® (R)) is given by:

10
o (R)=Y . P,(R,) (4.4)
J=l

The average cost and performance degree of all R
are calculated. Table 4.16 illustrates these results.

it is found from these results that R, are highly
effected by intermediate nodes parameters,
consequently, the estimated ®{R|) based on these
parameters is the higher, On the other side, it is found
that the source and destination node parameters has
the lowest effect on is R,. Also, it is noticed that R is
considered to be the best routing algorithm based on
all evaluations, while, Ry is the worst for the eight
cases. Table 4.16 shows the arrangement of the
routing algorithms according their effects.

5. Conclusions

The performance of both adaptive and non-adaptive
routing algorithms is significantly affected by all network
parameters with different degrees. Routing algorithms
are very sensitive to intermediate nodes parameters
especially the average number of nodes and average
node delay relative to other ones. While source and
destination nodes parameters dre less effective ones.

The selection of the appropriate routing algorithm for
a certain network'is based on an estimated function
¢ (R)) and performance levels, therefore, it is strongly
recommended to use the Dijkstra algorithm in case
the network fraffic is relatively predictable and all
network parameters are fixed. While Baran's hot
potato routing algorithm is the appropriate choice in
case of the repetitive variations in topology and the
traffic status.
Network performance is mainly improved by selecting
the appropriate network parameters, consequently, it
is highly recommended for any user to
s Determine the network parameters.
* Analyze and evaluate the influence function
for each parameter on each routing algorithm.
 Estimate a cost function based on the current
network status.
« Compare and select the appropriate algorithm
regarding to his network conditions,
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Table 2.1 Routing algorithms abbreviations

Abbreviation | Routing algorithm.

Ry The flooding routing algorithm

R Diikstra routing algorithm

Ra Bifurcated routing algorithm

R, Distance vector algorithm

Rs Link state algorithm

Re Baran's hot potato routing algorithm

Table 2.2 the influence of network parameters abbreviations

Abbreviation

Stand for
P, The influence of the CPU capability of source and destination nodes on R
P, The influence of buffering capability of the source and destination nodes on R;
P The influence of RAM size of source and destination nodes on R;
P, The influence of the CPU of the intermediate nodes on R,
Ps The influence of the average number of the intermediate nodes on R;
Ps The influence of the buffering status of the intermediate nodes on R;
P, The influence of the average node delay of the intermediate nodes on Ry
Py The influence of the traffic status on R;
Py The influence of packet length on R
Py The influence of network topology on R,

Table 3.1.The influence of network topology on the routing algorithms

Routing algorithm | Tree | Ring | Bus | star | full
R, L V.L |L V.L[L
Rz L V.L JL V.L |L
Rs L V.L | L V.L | L
R4 M L H L H
Rs M L H L |H
Rs M L H L H
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Table 4.1 different network parameters used for evaluating the routing R;

E. 11

Source and destination nodaes
paramelers Intermediate nodes parameters Network parameters
. caseft | CPU CPU Node delay
™ B EAM s:d?efs K X L topology
s d s d H A c
1 Tles ™ |32 |10 [18 |5 322 |12 |3 |8 |5 |64 |4 32 | tree
2 {100 |32 |15 |32 |10 |32 |15 |4 |9 |s |[100]8 48 | bus
120 |64
3 2 |5 35 |20 |©64 33 64 |18 5 0 |7 128 | 16 56 | full
4 2 | 332 8 |25 {128 |es |64 |20 |8 |11 |8 [156 |20 |64 |ring
266 |64
5 2 %0 |es |32 |26 133 (64 |25 10 112 |8 200 | 32 100 | bus
512 |64
6 2 533 lgs |50 |512 266 128 | 30 12 |14 |9 256 | 40 128 | star
512 128
7 2 | 268 128 | 64 [1024 |512 (128 |32 15 |15 110 |512 | 64 150 | full
8 2 |512 | 128 | o5 (o048 |760 [128 |40 |20 |16 |11 |e00 |80 | 200 | ring
512 128
Table 4.2 weight values for each parameter and routing algorithms
R1 Rz R3 R4 R5 Ra
P19 |3 |5 |6 8 |7
P, |7 1 3 5 5 6
P, |7 |1 3 |5 8 6
P, |7 |2 |3 |7 [7 9
Ps |8 |1 5 |7 |5 B
Pse |6 |1 3 |86 5 9
P; |B |1 1 5 |4 1
P; |10 |8 5] 5 5 6
P |10 ]2 2 7 6 6
Pyw |10 | 7 8 4 4 3
Table 4.3 P, values versus R;
case# | Py(Ry) Py(Rz) P4{Ra) Py{Ry) P1(Rs) P1(Rs)
1 0.034091 | 0.011364 0.018939 | 0.022727 | 0.030303 | 0.026515
2 0.0225 0,0075 0.0125 0.015 0.02 0.0175
3 0.007759 | 0.002586 0.00431 0.005172 | 0.006897 | 0.006034
4 0.005653 | 0.001884 0.003141 | 0.003769 | 0.005025 | 0.004397
5 0.003074 | 0.001025 0.001708 | 0.002049 | 0.002732 | 0.002391
6 0.001744 | 0.000581 0,000969 | 0.001163 | 0.00155 | 0.001357
7 0.000723 | 0.000241 0,000402 | 0.000482 | 0.000643 | 0.000562
8 0.000549 | 0.000183 0.000305 | 0.000366 | 0.000488 | 0.000427
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Table 4.4 P, values versus R,

(v
1]
7]
1]
3t

P2{R1)

P2(Rz)

P2(Ra)

Pa(Rs)

P2(Rs)

Pz(Rs)

9,10721

1,109803

3.80309

6.50515

6.50515

7.80618

8.791706

1.113744

3.767874

6.27879

6.27979

7.535748

8.619647

1.1168014

3.694135

6.156891

6.156891

7.388268

8.507368

1.117545

3.646015

6.076691

6.076691

7.29203

8.4

1.119048

3.6

6

6

7.2

8.240287

1.1213558

3.531551

5.885019

5.885919

7.063103

8.166667

1.122449

3.5

5.833333

5.833333

7

|~ PN

8

1.125

3.428571

5.714286

5.714286

6.857143

Table 4.5 P, values

versus R,

o
b
@
3

Pa(R1)

P3(Rz)

P3{Ra)

P3(Rs)

P3(Rs)

P(Rs)

9.333333

1.333333

4

6.666667

10.66667

8

8.75

1.25

3.75

6.25

10

7.5

8.4

1.2

3.6

6

9.6

72

8.166667

1.166667

3.5

5.833333

9.333333

7

8

1.142867

3.428571

5.714286

9.142857

6.857143

7.875

1.125

3.375

5625

9

6.75

7777778

111111

3.333333

5.566556

8.888889

6.666667

0| ~J| | ] ] WO N -

77

141

3.3

55

8.8

6.6

Table 4.6 Psversus R,

)
o
[7:)
L]
3

P«({R1)

P«{R2)

P(Ra3)

P4(R4)

P4(Rs)

P4(Rs)

0.35

0.1

0.15

0.35

0.35

0.45

0.175

0.05

0.075

0.175

0.17%

0.225

0.026515

0.007576

0.011364

0.026515

0.026515

0.034091

0.013258

0.003768

0.005682

0.013258

0.013258

0.017045

0.006579

0.00188

0.00282

0.006579

0.006579

0.008459

0.001645

0.00047

0.000705

0.001645

0.001645

0.002115

0.000854

0.000244

0.000366

0.000854

0.000854

0.001098

co| || on] &) WM =

0.000576

0.000164

0.000247

0.000576

0.000576

0.00074

Table 4.7 Pgversus Ry

o
W
7]
o
3+

Ps(R1)

Ps(R2)

Ps{Ra)

Ps(Ra)

Ps(Rs)

Ps(Rs)

324,966

40.62075

203.1038

284.3453

203.1038

243.7245

479.3172

£9.91465

200.5732

419.4025

299.5732

359.4879

887.2284

110.9035

554.5177

776.3248

554.5177

665.4213

1180.441

147.5662

737.7759

1032.886

737.7758

885.3311

1564.809

195.6012

978.0058

1369.208

978.0058

1173.607

1965.285

245.6607

1228.303

1719.625

1228.303

1473.964

|~ D] | | W] N =

2378.157

297.3947

1486.973

2081.763

1486.973

1784.368

2580.493

323.8116

1619.058

2266.681

1619.058

1942.87
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Table 4.8 Pgversus R

<
]
1)
@
3

Ps(R1)

Pe(R2)

Pe(Rs)

Pes(R4)

Ps(Rs)

Ps(Rs)

7.673658

1.278943

3.836829

7.673658

6.394715

11.51049

7.5

1.25

3.75

7.5

6.25

11.25

7,388269

1.231378

3.694135

7.388269

6.156891

11.0824

7.2

1.2

3.6

72

6

10.8

7.127411

1.187902

3.563705

7127411

£,939509

10.69112

7.074313

1.179062

3.637157

7.074313

5.885261

10.61147

7.015763

1.168294

3.507881

7.015763

5.846469

10.52364

|~ B®| on| Iu| Q3| M| -

6.949078

1.16818

3.474539

6.949078

5.790838

10.42362

Table 4.9 P;versus R;

Y
]
7]
4]
*

P7(R1)

P#{Rz)

P7(Ra)

P#(R4)

P+Rs)

P7(Rs)

1752

219

218

1095

878

219

2256

282

282

1410

1128

282

3144

383

393

1985

1572

393

4336

542

542

2710

2168

542

5312

664

664

3320

2656

664

7096

887

887

4435

3548

887

15280

1910

1910

9550

7640

1810

@~ D] Ljwn] —

32680

4085

4085

20425

16340

4085

Table 4.10 Pgversus R;

Case#

Ps(R+)

Pe(Rz)

Pa(Ra)

Pg{R4)

Pg(Rs)

“Ps(Rs)

80

64

48

40

40

48

240

192

144

120

120

144

640

512

384

320

320

384

864.3856

691.5085

518.6314

432.1928

432.1928

518.6314

1600

1280

960

800

800

860

2128.771

1703.017

1277.263

1064.388

1064.386

1277.263

3840

3072

2304

1920

1920

2304

@] ~I| G| | dn| 3| NI =

5057.542

4046.034

3034.525

2528.771

2528.771

3034.525

Table 4.11 Pgversus R

9]
]
7]
i)
H

Py(R4)

Py(Rz)

Ps(Rs)

Po(R4)

Ps(Rs)

Pg(Rg)

£6.56854

11.31371

11.31371

39.59798

33.94113

33.94113

69.28203

13.85641

13.85641

48.49742

41.56922

41.56922

74.83315

1496663

14.96663

52,3832

44.89989

44.8898¢

a0

16

16

56

48

| 48

100

20

20

70

60

60

113.1371

2262742

2262742

79.19596

67.88225

67.88225

122.4745

24,4949

24.4949

85.73214

73.48469

73.48469

] ~J| | | 2| W] M| =2

141.4214

28.28427

28.28427

98.99495

84.85281

84.85281
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Table 4.12 Pyversus R;

Case#

Pao(R1)

P1o(R2)

PuiRa)

P1o{Ra)

P1o{Rs}

P10(R¢)

40

28

32

28

28

21

40

28

32

40

40

30

40

28

32

40

40

30

10

7

8

16

16

12

40

28

32

40

40

30

10

7

8

16

16

12

40

28

32

40

40

30

OO [~ | O | O | |ED N =i

10

7

8

16

16

12

Table 4.13 ¢ (R;) values as a function of source and destination nodes parameters

Case #

® (Ry)

® (Ry)

® (Ry)

® (Ry)

® (Rs)

® (Rs)

18.47463

2,4545

7.922028

13.18454

17.20212

15.8327

17.56421

2.371244

7.530374

12.54479

16.29979

15.06325

17.02741

2.3186

7.298445

12.16208

15,76379

14.5943

18.67969

2.286096

7.149156

11.91378

15.41505

14.29643

16.40307

2.262929

7.030279

11.71633

15.14559

14.05953

16.11703

2.246938

6.90752

11.61208

14.88747

13.81446

15.94517

2.233801

6.833735

11.38937

14.72286

13.66723

|~ || M| =

15.70055

2.225183

6.728877

11,21466

14.61477

13.45757

Table 4.14 © (R)) values as a function of

intermediate nodes parameters

Case#

® (Ry)

® (Ry)

® (Rs)

® (Rq)

D (Re)

® (Re)

2084.99

260.9987

426.0906

1387.369

1085.848

474.685

2742.992

343.2146

5865.3982

1837.078

1433.998

652.9629

4038.643

505.1425

951.2232

2748.74

2132.701

1069.538

§523.654

690.759

1283.382

3750.1

2911.789

1438.148

65883.843

860.7909

1645.6572

4696.342

3639.952

1848.306

9068.361

1133.84

2118.841

6161.701

4782.2

-2371.578

176866.17

2208.564

3400.482

11638.78

9132.821

3704.893

o~ |m|h M|

35277.44

4409.97

5707.533

22698.63

17964.85

6038.294

Table 4.15 ¢ (R)) values as function of netwo

rk parameters

Case#

o (Ry)

® (Ry)

® (Ry)

P (Re)

® (Rs)

® (Re)

176.5685

103.3137

91.31371

107,598

101.8411

1029411

349.282

233.8564

189.8564

208.4974

201.5692

215.5692

754.8331

554.9666

430.9666

412.3832

404.8999

458.8999

954.3856

714.5085

542.6314

504.1928

496.1928

578.6314

1740

1328

1012

910

200

1050

2251.908

1732.644

1307.88

1159.582

1148.268

1357.145 |

4002474

3124.495

2360.495

2045.732

2033.485

2407 .485

OB N[

5208.964

4081.318

3070.81

2643.766

2628.624

3131.378
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Table 4.16 ® {R)) and performance degree for routing algorithms

Evaluation using Evaluation using Evaluation using | Overall evaluation
first category second category third category
Average [ degree | Average |degree - | Average | degre | Average ® | degree
@ (R d (R D (R e (R

Ry { 16.73 6 10410 6 1929 6 1235673 1 6

R, | 2.29 1 1301 1 1484 5 2787.29 | 1

Ry [ 7.17 2 2014 2 1125 3 3146.17 | 2

Re | 11.95 3 6864 5 9989 2 16864.95 | §

[ Rs | 15.49 5 5385 4 9889 1 15289.49 | 4

Rs | 14.34 4 2200 3 1162 4 3376.34 [ 3
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