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Abstract:
Currently in the world there is an alarming number of people who suffer from sleep disorders. A number
~ of biomedical signals, such as EEG, EMG, ECG and EOG are used in sleep labs among others for
' d1a0n051s and treatment -of sleep related disorders. The usual method for sleep stages classification is
visual mspect10n by a sleep specialist. This is a very time consummo and laborious exercise. Automatic
sleep stages cla551ﬁcat10n can facilitate this process. In thls work an attempt was made to classify six
sleep stages consisting of Awake Stagel, Stage 2, Stage3, Stage4, and REMS. spectral analysis,
Wavelet transform - and artificial neural networks were deployed for this purpose. Twenty four
" recordings of a healthy six stages studied per 30s epochs. The results demonstrated that the performance
: for automatically discriminated for these six sleep stages from "each other when using wavelet packet with
sym3 .where the classification-was with average 81.94% . Data fusion improves theaccuracy of classification results
using fusion at the feature extraction level to 87. 7%.
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1 Introduction

A detailed analysis and an exact interpretation
of a human whole night sleep can contribute to
the identification or the diagnosis of a wide
spectrum of sleep diseases and disorders and
can also subsequently give to the physicians
some precise instructions on how to treat the
patients suffering from éleep disorders [1].
According to the Rechtschaffen & Kales (R&K)
manual for normal siéep classification [1], these
epochs can be scored as: waking, Non-Rapid
Eye Movement (NREM), Rapid Eye'Movement
(REM), depending on the behaviour of the
recorded brain activity (EEG) [Z]EEG is the

recording of electrical activity of brain and is

the most extensively used signal to study human

brain. The waking stage is referred to as relaxed

wakefulness, because this is the stage in which.

the body prepares for sleep. All.people‘ fall*

dsleep with tense muscles and their eyes
moving erratically. Then, normally, as a person
becomes sléepier, the body begins to slow
down. Muscles begin " to relax, and eye
movement slows to a roll [3], and gradually the
person moves into NREM sleep. The NREM
sleep is further divided into four stages namely,
stage 1, stage 2, stagé _3, sfage 4. Stage 1 sleep
or drowsiness, is often described as first in the
sequence. The stége is 'ch'aractc;rized by slow
muscle activity and occasional twitching,. Stage

1 may last for 5 to 10 minutes [3]. Next NREM

sleep stage is Stage 2 and characterized by

sudden bursts of brain activity called sleep

spindles and high bandwidth peaks which are
followed by negative peaks. In this stage the
heart rate slows, and body temperature
decreases. At this point, the body prepares to
enter deep sleep. Stage 3 and Stage 4 are deep
sleep stages, with Stage 4 being more intense
than stage 3. These stages are known as slow-

wave sleep [3]. Stage 3 represents the transition

+ period from light sleep to deep sleep and stage 4

occurs when the person is in deep sleep. In deep
sleep, there is no eye movement or muscle
activity [3]. Sleep does not progress through

these stages in sequence. However, sleep begins

- with stage 1 and progresses into stages 2, 3 and

4. After stage 4 sleep, stage 3 and stage 2 sleeps
are sequentially repeated before entering REM
sleep. Once REM sleep is over, the body
usually returns to stage2 sleep. Sleep cycle goes
through these stages approximately 4 or 5 times
throughout the night [3]. The variations in the
EEG patterns with respect to the sleep stages
are very subtle and therefore, signal processing
techniques are needed to extract the features for
sleep classification of the different stages. Some
of the techniques used for this purpose are
spectral analysis [4,5], and wavelet Transform
(WT) [6]. It is reported that WT is the most
pforhising téchni‘que for feature extraction from
the EEG signals for diagnostic classification
[7. WT is preferred for feature extraction
owing to its multiresolution property.
Moreover, it can deal with the non-stationary,

complex and dynamic nature of the EEG signals

[8]-
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In the present work, the main features have

been extracted from the EEG signals using

both teéhniqnes" spectral analysis using the

Fast' Fourier transform [9], and the discrete-

wavelet transform (DWT) using the Daubechres
and Haar .mothet wavelets and wavelet packet
(WP)- using sym3 . [10'11]- . Dimensionality

 reduction. was performed using prinCipal

- component, analys1s (PCA) [12, 13]~ and. an
artrfrcral neural network classrfrer was desroned N
where ANNs are able to. solve non-linear and

’complex problems ‘where- the classic methiods
'do_'_‘ not proyrde solntrons. and the results are

* ‘reported. Data -fusion at the feature extraction - -

level [14] was used to nnprove the accuracy of

classrfrcatron results obtarned

2 Sleep Analysrs

In' the clinical routin€, the study of the sleep

' —con51sts of the acqursrt1on and the recordmg

- during one sleep nroht of a physrologrcal swnals -

set kiiown as polysomnography (PSG). In the

- present study, the electroencephalogram (EEG)

is only- considered. EEG signal reflects the - -

cerebral electric activity, it. i recorded with

, electrodes set on the s_calp. The. site of -the

electrodes is -defined according -to the '

nomenclature of the system 10-20 adopted by
the majority of the clinical neurophysiology
laboratories [15]. '

3, Material and Methods

3.1 Data Collection

Twenty-four sleep EEG records were taken

from the Cairo Center for Sleep Disorders for

pormal subjects (twenty males and four
females) aged between (35-50) years. EEG

signals were recorded bilaterally using the sleep

- analyzer - hybrid microcomputer  system
i (SAHC). Recording was made when the patient
- was laying down and relaxed in a quiet room
“with dim light and his head was fixed in a
-stereotaxrc frame connected wrth ball-shaped
. srlver electrodes wrth shrelded cable for
_ _recordrng The EEG. der1vat1ons are C4/A1.
-..or C3/A2 according the standard arrangement
| of electrodes of 10-20 system 'refers to the

. 10% 'ancl 20% interelectrode distance was -

posrtroned on the human skull over the central
and occrprtal lobes for the Tight and left sides.
The ‘ear or rnastord (A1,A2) were used as
recommended references for the electrodes

measuring -EEG .to maximize - interelectrode

~ distance and to avoid mixing activity from two

different scalp - areas. Single-channel. EEG

- signals were recorded without any medication

for all subjects and sampled at 100 Hz. For each

.-subject.the recording was segmented into six
' 'sleep stages. of 30 seconds 'epochs by the

'physrc1an Frc 1 1llustrates the process of sleep

EEG recordr.ng. Thev recorded EEG-signals were
then stored in' computer files for ‘subsequent

analysis.

Fig. 1. The Sleep Scoring System.
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3.2 Methods

* Spectral and wavelet analyses. were
performed to extract the main features from the
sleep EEG signals. These features are then
utilized for classification of the drfferent Staoes

of Sleep EEG 31gna1s Fusion at ‘the feature

extraction- level are used to 1mpr0ve the

accuracy of classification results obtained.
A. Spectral analysis

To perform the spectral analysis, each epoch

was broken into 30 segments (segment = 100
samples). It is noticeable. that; choosing longer

segments ~ would ~ shiow. the  signal -

nonstationarity, where the_ spectrum - is not

. meaningful. Furthermore, short-lasting and

paroxysmal activities are taken into account .

with longer intervals. The segmented signals
were tapered down using a Hamming window

truncation error [16]. The power spectrum was

calculated for each record of different sleep :

'stages using the fast Fourier Transform (FFT)
algorithm [9]. Moreover, the following sleep-

related features were then calculated for each

segment and averaged over the same staging -

epoch and then averaoed for the 24 patients as

- follows {17].

1- Detection of some indicators for the waves

with particular frequencres_ (Tablel).

2- The relative spectral power (RSP) of the four
brain activity bands; (Delta,Theta, Alpha, and
Beta), were calculated as the ratio of the band

spectral power (BSP) of each individual

component to the total power of the record

(TSP).

- BSP

- BSP = ——, 1 e{Delte, Thetn, dlpha, Beta} (1)

: ”SP

" Table 1: Main EEG indicators.

Rhythm Beta .'Alpha Theta [ Delta

. Freque'ncy 14-25 Hz' 8-13 Hz 4-7 Hz Below

. _ . ) . 35Hz
‘| Amplitude 25uv 50uv 100- 250-
. 150y | 300pv

'_ Therefore, each sleep EEG segment is-

represented by- the feur,values of the RSP to -
which a label representing the sleep stage was )
assigned.

B;‘Wavel'et':Coe'fﬁcients

Both discrete wavelet transform (DWT ) and
wat/elet packet (WP) ‘were .nsed for feature
extraction from the EEG signals [8]. A 10-level
DWT using "db2", "db3", "Haar" and third level

wavelet packet using “sym3” Were applied to

~decompose segments of sleep EEG signals into

specific wavelet-band components.

C. Dimentionality Reduction

There are. two main reasons to keep the
dlmenswnahty of- pattern representation (i.e.,
the nurnber of features) as small as possible:
measurement Cost ‘and classification Aaccuracy.
A limited yet_saiient feature set simplifies both
the pattern representation and the classifier that
are built on the selected representation.
Consequently the resulting classifier will be
faster and will use less memory. Moreover, a

small number of features can alleviate the curse
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. of dimensionality when the number of training

samples is limited [12]. So each feature set was

subjected to dimensionality reduction using two -

' methods altematwely
1-Karhunen-Loeve (K- L) transform, also called

Principal component analysis (PCA) [12,13,18].

_The Karhunen — Loeve (K — L) transform finds.

the representation of the input vector in terms of

the eigenvectors of -their covariance matrix. It

has. excellent energy - compaction property,

therefore ‘it is frequently -used in statistical

: pattern recognition.[12].

Given an ensemble of M real valued vectors,.

xk € Rn, I <k <M, their ceverianee_ Rx
matrix is calculated as : :
RS-y O
k—l
Where,
.-)’e__‘LixK . (3)
M = '

The unit eigenvectors of Rx are the orthogonal

‘basis for K-L transform and are obtained by

* solving the following equation:
Rxy=y A @
where, A is a diagohal matrix having the

eigenvalues of Rx and v is the modal matrix

having eigenvectors of Rx for its columns,

ordered in decreasmg eigenvalues. After

determining v, the K — L transform of any

vector can found as

v=yTx S) ,
Reducing v to ym by eliminating the last ( n-
m) elgenvectors results in an m — dunensmnal

subspace spanned by the remammg m

. 1 i
RS T
n; .

eigenvectors in ym . These eigenvectors are
called the principal components and the

subspace spanned by them is . called the

principal subspace. It results in dimensionality

reduction if wm is used instead of y in Equation

(5). If the mth eigenvalue is considerably small

‘when compared to the first eigenvalues, the
* vector transformed to the principal subspace
carry approximately the same information as the
original vector even though the dimensionality
: is reduced. .
. 2-WT feature vector of the average energy
‘content of the coefficients energy[19]
'The average energy content of the coefficients

- for the DWT at each of the 10 resolution using

db2.,db3 aﬁd haar , where the approximation

coefficients was computed as [19]:

1,2,..., [(6)

where 1 = number of element of a feature
vector, nl = 21-2,n2 = 21-1, n3 = 21-2, ... ni= "
20 is the number of samples in an individual

subband, w2i,j is the jth coefficient of the ith

* subband [19]. There were a total 10 subbands

from which features were extracted. For the

' wavelet packet, eight subbands were calculated

~ and the average emergy content for each

subband at the third level resolution was
comeuted using equation (2) and the WP
feature vector. The number of representing
features of each segment of record when using
db2 and db3 was 10 coefficients, and Haar was

10 coefficients, and when using sym3 was 8

" coefficients. For using the principal component
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analy51s (PCA) the representatron of the input
vector in terms of the eigenvectors of their
covariance matrix . at each resolution in 'the
. wavelet coefficients, the number.of representing
features of each segment of record when using
db2 and db3 ‘become 7 coefficients, Haar
become 7 coefficients and sym3 become 7
coefficients .

D. Anova test _

The p-value can be obtained uslng ‘analysis of
variance between groups (ANOVA) test [20

217, where when the factor was srgnrfrcant

(p=0.05) the significance of the differences A

between sleep stages was further checked.

ANOVA uses variances to decide whether the

~means are different. This test uses the varratlo -
f . used for tra1n1ng and the other 36 records were

* (variance) within the groups and translates into
variation (i.e. differences) between the groups,

taking into account how many subjects there are
| in the groups. If the observed differences. are

high, then it is ‘considered ‘to be statrstrcally

significant, Tables (2 6) show the results of.

Anova -test. For the spectral analysis features,
the Anova test shows that all features show
significant difference for the sleep stages at
5% level of significance. Forr DWT features,
when using db2 db3 Haar functlons it has
been ‘found that only. 5. features .show
significant differences, while the other features
are not significant. For Wavelet packet using
sym3 function, the Anova test shows that all

features are highly significant.

E. An Artificial Neural Network
Classiﬁer_

A three-layer feed -forward perceptron ANN
(artificial neural network) was used, an input
layer varied by varying the feature vectors, one

hidden layer ‘of about 10-20 neurons for

different feature vectors and output layer with 3

neurons corresponding to the six sleep stages.

- The back-propagation algorithm was utilized

for training procedure using MATLAB 7.10

Toolbox.. Weights were initially set to small

. random values. The learning rate was changed

for each feature vector. It ranged from 0.3 to .

0.5. The trained and test data sizes are each-

"50% of the total data. 36 records (12 for wake
- .: stage‘ 12 for stagel, 12 for stageZ, 12 for
_ stage3 12 for stage4 12 for stage REM) were

used for testing phase.
F.data fusion

Fusion at the feature extraction level [14] was

‘used to improve the accuracy of classification

results obtained, where feature extracted using

' mulnple technrques are concatenated It

combrnes feature vectors at the representation

level to provide higher dimensional data pornts

A new feed forward neural network was

~desrgned it has three layers an input layer 72,

neurons, a hidden layer 17 neurons, and output

'layer 3 neurons corresponding to six sleep

stages. Table 8 shows the results of data fusion.
4. Results

The features were extracted from 30-second
segments SAHC channel EEG signal. All the

results are presented as mean+S.D. with p-
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values. The results of these were subjected to
ANOVA test with more than 95% -confidence
. interval giving excellent ‘p’-values for spectral
. analysis featuresas in table2, wavelet packet
features as in-table 3, and 5 features of DWT
features when using db2,db3 and haar functions

as in table4,5,6. Following feature extraction

~and - normalization, a feed forward MLP -

artificial neural network with momentum and

. adaptive learning rate was used to classify these -

features. The results are summarized in Tabl:7.
For fusion at feature extraction level, a result of
. ANN' gives an average classification rate of
87.1%.

5. Conclusion

- In this research, we attempted to- discriminate
Awake stage, Stagel, Stage2, Stage3, Stage4
and REM stage by using a single channel EEG
signals. spectral analysis, DWT, and Wavelet
packet transform were applied to 30-second
segments of SAHC channél EEG signals.
Feature vectors were calculated. These feature

vectors were then classified by using a feed-

forward MLP- artificial neural network with -
back-propagationl algorithm with one hidden

layer and trainrp training algorithm was used

where output error was used to update weight

till - reach minimum error. By varying the -

number of neurons in the hidden layer, it was

observed that The best performance » was

achieved when using 10 neurons in the hidden
layer with the feature of spectral analysis, and

about 10-20 with feature for DWT and wavelet

packet transform. More than these numbers of
neurons did not produce any improvements in
the outcome. The results shown in Table7.
Training and testing sets in each run were
chosen separately by the 50% of the data . The
results indicate that the percentage of correct

classification varies according to the used

technique for analysis, and the sleep stage

wanted to be classified: The highest average
classification ‘rate reached 81.9% when using
Sym3. for wavelet packet transform. The best
classification results were obtained when using
wavelet packet transform with function syms3.
For fusion at feature extraction level, the
average - classification rate improved and
reached to 87.7% where this show that the
developed system gave Dbetter results than
previous work that reported in [4] when using

using ANN and spectral analysis with Fast

Fourier Transform (FFT) *for Automatic

classification of Sleep Stages, where the result

gives a 76% rate of agreement for the 6 stages.

* Further work: Another choice of parameters

and/or the addition of other parameters resuiting
from ‘another- modeling techniques like the
detection. of the graphical-elements- and the
integration of the other physiological signals

rria)} be ab_le' to improve the obtained results.
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Table 2: Significance for the spectral features of sleep EEG signals

Sleep Stage
Features - 3:3: . Stage1 ‘Stage2 Stage3 Staged " g‘;%? ’ - P-V§lue ‘
Mean=SD | Mean+SD | Mean£SD | Mean+SD . Mean+SD | Mean#SD. . .
Delta 0.10:0.04 | 0.23x0.09 | 0.26+0.09 | 0.39:0.12 | 0.49+0.14 0.20:0.09 .2.62E-22
Theta 0.19+£0.07 | 0.35:0.06 0.3320.06 |-0.31+x0.07 | 0.29+0.08- | 0.26+0.05 - 2.94E-13
Alpha 0.49+0.09 | 0.28+0.08 0.2120.06 | 0.17+0.07 | 0.14+0.05 0.34x0.07 "| 9.6916E-15
Beta 0.22:0.05 | 0.15+0.05 | 0.21+0.06 | 0.13:0.05 0.090.04 0..2010.-09 | 5.48E-11
Table 3: Significance for all wavelet decomposition coefficients using db2 -
Wavelet Sleep Stages ’
Discrete Stage Wake Stagel Stage2 Stage 3 Stage 4 REM Stage p-Value
coefficients
Mean tSD Mean + SD Mean + SD Mean £ SD Mean + SD Mean = SD
1 18.03:9.8 | 19.57:11.13 | 19.67+12.64 | 18.56+10.52 -| 28.25+14.10 212812 0.486
2 9.11+1.57 8.94+1.38 9.27+1.05 10.37+1.60 11.08+1.51 9.52+1.74 2.79E-06
3 8.00+1.70 8.12+1,22° 8.45+1.06 9.62+1.60 10.45+1.56 8.57+1.83 6.60E-08
4 6.25+1.53 6.78+1.88 7.4211.15 .1 8.71£1.70 9.74:1.65 7.33+1.83 2.34E-13
5 5.07+1.52 5.37+1.18 6.3611 .24 7.57+1.71 8.70+1.76 5.891‘1 .64 5.98E-15
6 3.81+£1.33 - 4.22+1.43 4.88+1.40 5.80+1.59 6.70+1.92 4.22+1.76 1.77E-09
7 2.831'.1 .50 2.90+1.46 3.42+1.25 3.78+1.69 4.26+2.09 2.871;1 .49 0.0485
Table 4 : Significance for all wavelet decomposition coefficients using db3
Wavelet Sleep Stages
Discrete | Stage Wake | Stagel Stage2 Stage3 - Stage 4 REM Stage P-Value
coefficients ["Mean = sp Mean £ SD | Mean £ SD Mean * SD Mean * SD Mean + SD
1 15.48+6.63 156.51x7.23 - 15.4929.51 14.33:6.26 | 20.65+8.53 16.39:8.5 | 1.093F-06
2 9.03+1.62 | 8.7821.41 8.95¢1.08 | 10.16:1.49 | 11.01x1.55 | 9.21+1.84 | 2.583E-08
3 7.84x1.87 | 7.77+1.47 | 8.08+1.12 | 9.43+1.51 10.3821.59 | 8.26:1.973 | 2.239E-13
4 6.19+1.59 6.50x1,31 7.09+1.21 8.57+1.63 9.63+1.66 7.15£1.80 ~ | 1.935E-13
5 4.84+1.46 5.11£1.25 5.79+£1.43 7.14+1.75 8.36+1.85 544175 5.498E-08
6 3.37:1.31 3.64+1 .43 4.24+1.35 5.10+1.68 5.93+2.06 3.67x1.47 0.1185
7 2.02+1.24 2.10£1.35 2.35+1 .289‘1 2.68+1.475 2.86+1.64 1.97+1.06 0.0943
Table 5: Significance for all wavelet decomposition coefficients using Haar.
Wavelet _ ’ . Sleep Stages o
colzi‘sﬁc:g:ts Stage Wake Stagel " Stage2 Stage 3 St'age 4 REM Stage P-Value
Mean+ SD | Mean+ SD | Mean+SD | Mean + SD. | Mean +SD. Mean + SD
1 9.13+1.52 . 9.06%1.31 9.22+1.11 0.347x1.44 | 1.05%1.53 9.56+1.83 5.85E-06
2 7.95¢1.40 | 7.10¢1.16 | 833:1.09 | 970+1.37 | 0.3020+1.60 | 8.43+1.68 " 1.90E-09
3 6.16+1.35 6.73+1.20 | 7.25%1.10 8.78+1.41 9.48+1.65 7.08t1.6§ - 1.16E-14
4 4.72+1.27 5.32+1.26 5.10+1.14 7.40+1.49 8.15£1.70 5.50+1.49 8.57E-16
5 3.35%1.29 3.67£1.41 4.18+1.22 5.34%1.53 5.70x1.75 3.65+1.3303 5.35E-09
6 2.01%1.31 2.28+1.54 2.44%1.25 3.02+1.68 2.89+1.37 2.09+1.09 0.0598
7 1.42+1.12 1.60+1.33 1.53x1.11 1.4321.02 1.58+0.84 1.42+0.80 - . 0.978.
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