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Abstract—Diabetic Retinopathy (DR) is one of the main causes of blindness
that can be overcome, if it is early detected. This work proposes an automated
early detection and grading of DR using fundus images. The proposed detection
and grading system investigate different deep learning architectures (i.e.,
ResNet and AlexNet) that are applied to an augment data to extract deep
compact features of the fundus images. The extracted features are input to a
pixel-wise Neural Network (NN) classifier or a Support Vector Machine (SVM)
classifier for automated DR grading. The performance of the proposed system
is evaluated using a publically available fundus Indian Diabetic Retinopathy
Image Dataset (IDRiD), collected for 1SBI-2018 challenge. The IDRID dataset
consists of 516 retinal images of normal and different DR grades, i.e., mild,
moderate, severe, and Proliferative Diabetic Retinopathy (PDR). Our system
achieves an overall accuracy of 95.73%, sensitivity of 95.73%, and specificity of
98.51% utilizing an AlexNet-based architecture and a pixel-wise NN classifier.
Compared to the previous related work, the proposed system shows promising

DR grading performance.

I. INTRODUCTION

IABETIC Retinopathy (DR) is one of the main

causes of visual blindness. According to the recent

report of the Vision Loss Expert Group (VLEG) of
the global burden of disease study, DR has increased the
number of blind people, during the period from 1990 to 2015,
from 0.2 million to 0.4 million [1]. Early recognition of DR is
the way to prevent the occurrence of blindness. The evolution
of DR in the patient is determined by the presence of anomaly
lesions, such as microaneurysms [2], hemorrhages [3], and hard
exudates [4],[5]. This paper aims at providing an automated DR
grading system that can not only recognize early DR occurrence
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but can also differentiate between the normal and the standard
clinical stages of the disease, i.e., mild, moderate, severe, and
PDR.

For the task of automated DR grading and/or related lesions
detection, different methodologies have been developed
throughout the literature. These methods can be categorized as
traditional methods or deep learning methods [6]. Traditional
methods attempt to extract handcrafted features from fundus
images, and then use a classifier for lesion detection or DR
grading. For example, Marin et al. [7] applied a system to detect
the retinal exudate lesions based on feature extraction and
supervised regression-based classification. Pereira et al. [8]
used a multi-agent system model for microaneurys
segmentation. On the other hand, deep learning algorithms,
based on Convolutional Neural Networks (CNN), were recently
applied to retinal images, e.g., for lesion detection [9-13] and
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for DR grading [14][15], showing promising results. For
example, Tan et al. [9] applied an algorithm for lesion detection
i.e., microaneurysms, hemorrhages, and exudate, using a CNN
model. This model consists of nine layers, three convolutional
layers, three max-pooling layers, and three fully connected
layers. Lam et al. [10] used a CNN model to generate specific
probability maps for localizing pathologic lesions. Quellec et
al. [11] used a CNN model to create heatmaps to detect lesion
locations. Chudzik et al. [12] applied a patch-based fully CNN
model, followed by a decision tree classifier for automated DR
detection. Xu et al. [13] utilized a CNN with eight convolution
layers, two fully connected layers, and a softmax layer to detect
DR from color fundus image. Kori et al. [14] applied an
ensemble of DensNet and ResNet models to differentiate
between DR stages, resulting in an accuracy of 83.9%.
Recently, Elsawah et al. [15] applied a preprocessing step
followed by a ResNet model to achieve an accuracy of 88% on
IDRID dataset. While these algorithms have achieved
considerable success in DR grading, the task of improving the
classification accuracy should be still investigated to expand the
clinical benefits.

This study presents an automated DR classification system
using CNN modelling and data augmentation. The main
contributions of this work are as follows:

e Investigating different deep learning architectures for

DR grading (i.e., AlexNet and ResNet)

e Improving the performance of deep learning training

using data balancing and augmentation

e Performance evaluation on the challenging ISBI’2018

IDRID dataset using the standard metrics; i.e.,
sensitivity, specificity, and accuracy.

Our proposed system shows the ability to differentiate
between normal and different DR grades, i.e., mild, moderate,
severe, or PDR, with an improved performance over other
related works on the same challenging ISBI’2018 IDRiD data.
The rest of this paper is as follows: Section 2 illustrates the
collected database and the proposed system details. Section 3
demonstrates the results and related discussions. Finally,
Section 4 concludes the paper.

Il. MATERIALS AND METHODS

The proposed deep learning system, (see Figure 1), is
designed based on three processing stages. Initially, data is
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augmented to improve the training capabilities of the proposed
deep learning model. In the second stage, a transfer learning is
applied by investigating two architectures, i.e., ResNet50 and
AlexNet. Finally, a classification stage is used to grade fundus
image.

A. DR Data Description

Several datasets have addressed DR grading. The most
recent ones include the DDR [16], the Kaggle [17], and the
IDRID [18] datasets. A collection of DR datasets can be found
in [19]. Throughout the current study, the proposed system is
tested using the IDRID dataset [18], since it represents an
updated recent data and is challenging (a part of the ISBI-2018
segmentation and grading challenge). Fig. 2 shows five samples
of the data, representing the five data grades; normal, mild,
moderate, severe, and Proliferative Diabetic Retinopathy
(PDR). Normal images contains no lesions. Lesions are either
dark (small red round spots, i.e., Microaneurysms (MA) or
larger irregular red spots, i.e., Haemorrhages (HM)) or bright.
Bright lesions include soft exudates (SE) or hard exudates
(HE)). SE are cotton wool edema, i.e., are white retina spots
caused by the swelling of the nerve fiber, whereas HE are
bright-yellow spots due to plasma leakage. Different grade
lesion samples are shown to in Fig. 2. Mild grade indicates the
existence of MA lesions only [19]. Moderate grade indicates
more than just MA lesions but less than severe grade [19].
Severe grade indicates severe lesions with no sign of
proliferative DR [19]. PDR indicates one or more pre-
retinal/vitreous HM or neovascularization [19]. More details
about the difference between the data grades can be found in
[19]. More details about the IDRID data can be found in [18].

B. Data Augmentation and Balancing

To improve the performance of the proposed deep learning
model, the IDRIiD database is augmented. First, the original
fundus images are resized from its original size (i.e.,
2848x4288) to 256x256 to afford high-speed processing. We
follow the same augmentation steps as in [14]; five cropped
images are created to the dimension of 224x224 as follows: four
images are cropped from each corner of the image and one
image is cropped around the center of the image, such as the
size of any cropped image is 224x224 (see Figure 3). Further,
the five cropped images were flipped horizontally along the
vertical axis to create a total of ten cropped images of size
224x224 (see Figure 3).
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Fig.1. Proposed system for DR grading: Raw input data images are augmented using ten cropping/flipping, then deep features are extracted from augmented
images, and finally grading is performed using a pixel-wise classifier.
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(@) normal (b) mild (c) moderate (d) severe (e) PDR

Fig.2. Typical samples of fundus images that represent DR stages: (a) normal stage, (b) mild-NPDR (early) stage, (c) moderate-NPDR stage (d) severe-
NPDR stage, and (e) PDR stage. MA, HM, SE, HE stand for Microaneurysms, Haemorrhages, soft exudates, and hard exudates, respectively.

Right-Bottom (RB) Right-Top (RT) Left-Bottom (LB) Left-Top (LT) Center (C) Crop,
Crop, 224x224 Crop, 224x224 Crop, 224x224 Crop, 224x224 224x224
Original
resized Image
256%256
Flipped RB Crop, Flipped TR Crop, Flipped LB Crop, Flipped LT Crop, Flipped C Crop,
224x224 224x224 224x224 224x224 224x224

Fig.3. Data augmentation process: ten augmented images are created per a raw sample (first column). First row shows four cropped images from each corner of
the image, named by the corner, and one cropped image around the center of the image. The second row shows their horizontal flipping around the vertical axis

Since (i) the number of image per each grade for the IDRID |
A . N i A nputdata Convl FC6 FC7
is unbalanced, and (ii) the size of the augmented data is ten time 227x227%3 55x55x96 272;'7“356 4096 4096#FIC8
the size of the raw data, the proposed system attempt to balance g T
the data by randomly selecting an equal number of image for
each grade to avoid biasing the training results. This step is

referred to in this paper by the term "data balancing".

Conv3 Convd  Convs
13x13x384 13x13x484 13x13x256

Fig.4. AlexNet architecture developed by Alex Krizhevsky [22],
containing five convolutional layers (Convl to Conv5) and three fully
connected (FC6 to FC8) layers.
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Fig.5. ResNet-50 structure composed of fifty weighted layers, with 23,534,592 trainable parameters. Details can be found in [23].
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C. Deep-learning Architecture

The proposed system adopts applying transfer learning [20,
21] using the well-known CNN models, i.e., AlexNet (Figure 4,
[22]) and ResNet50 (Figure 5, [23]). Transfer learning is based
on using pre-trained models that have been trained over a huge
training database. The parameters of the convolutional layers of
the pre-trained networks are transferred (kept unchanged) to the
target model, whereas the last fully connected layers are trained
using the new data (i.e., in our case, the 516 fundus images).
ResNet is a short name for Residual Network. ResNet50, used
in the proposed system, is composed of fifty weighted layers,
with 23,534,592 trainable parameters. The basic idea of a
ResNet model is to skip blocks of convolutional layers by using
shortcut connections (see Figure 5). On the other hand, AlexNet
is composed of five convolutional layers and three fully
connected layers (see Figure 4). More details about AlexNet
and ResNet models can be found in [22] and [23], respectively.

To apply transfer learning of the CNN models, the last fully
connected layer of the pre-trained models (FC8 layer in
AlexNet or FC1000 layer in ResNet50) is replaced with a new
fully connected layer with four nodes, representing the normal
and the DR grades. The parameters of the introduced layers are
trained using our IDRID data. The vectors of activities of the
last fully connected layer just before FC8 layer in AlexNet (i.e,
the FC7 layer) or just before FC1000 in Res-Net50 (i.e., the
flatten layer), represent the feature descriptor of the IDRID data.

D. Classification

Two types of classifiers are investigated in grading (i.e., a
pixel-wise NN and SVM [24],[25]). The input of the classifier
is the output vector of activity (FC7 in AlexNet or the flatten
layer in ResNet50) and the classifier output is the image grade.
The pixel-wise NN classifier is a four-neuron output layer that
maps the feature space to the grades. The SVM performs multi-
linear mapping using a basic binary kernel. The performance is
evaluated for either the ResNet50 or AlexNet, each along with
either NN classifier or the SVM classifier based on standard
performance evaluation metrics, in order to select the best
classifier.
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E. Performance Evaluation

The individual sensitivity, Sen;, individual specificity,
Spec;, and the individual accuracy, AC;, for each DR grade i,
are three standard classification (grading) metrics [26, 27] that
are used for evaluating the proposed system performance. For a
certain grade i, Let P, and N; denote the number of the real
positive and negative cases in the data. Therefore, to test a given
system, P, = TP; + FN;, where P; is the sum of the number of
the true positive cases achieved by the tested algorithm plus the
number of the missed positive cases missed by the tested
algorithm. Likewise N; = TN; + FP;, i.e., N; is the sum of the
number of the true negative evaluated by the tested algorithm
plus the number of the mistakenly positive cases pointed out the

tested algorithm. Following these notation, the three
performance metrics are evaluated as follows:
TP; +TN; TP; +TN;
ACi — i A i i (1)
P;i+ N; TP;i+FN;+TN; +FP;
TP; TP;
Sen; = —+=—"— @)
P; TP; +FP;
TN; TN;
Spec; = —=—"— (3)
N; TN; +FP;

Where i is the grade type, out of ‘normal’ and four possible
DR grades, i.e., ‘mild’, ‘moderate’, ‘severe’, or ‘PDR’. Note
that, as done in [14], due to the closeness between ‘Severe’ and
‘PDR’ images (see Fig.2), the grade ‘Severe’ and ‘PDR’ are
grouped in one class, labelled as ‘severe-PDR’. All experiments
in this paper are based on this categorization. The overall
accuracy AC, sensitivity Sen, and specificity Spec are
evaluated as the mean of the five individual grades’ values.

I11. RESULTS AND DISCUSSION

The proposed system performance has been evaluated for
using either the ResNet50 or AlexNet, and either the NN or the
SVM classifiers, using the three-performance metrics in order
to select the best DR grading system. This section illustrates, in
the best DR grading system. This section illustrates, in details,
the experimental setup, results, and related discussions.

TABLE |
COMPARISON RESULTS BETWEEN RELATED METHODS [14],[15] AND OUR PROPOSED DR GRADING SYSTEM FOR DIFFERENT TRAINING DATA: CASE | (NO
AUGMENTATION & NO DATA BALANCING), CASE || (AUGMENTATION & NO DATA BALANCING), AND CASE |1l (AUGMENTATION & DATA BALANCING), USING ONE
OF THE TWO DEEP LEARNING MODELS (RESNET50 OR ALEXNET) WITH NN CLASSIFIER OR SVM CLASSIFIER. NA DENOTES NONAPPLICABLE.

Case Grade #Images ResNet50&NN ResNet50&SVM H AlexNet&SVM AlexNet&NN
AC; Sen; | Spec;| AC; Sen; | Spec;| AC; Sen; | Spec;| AC; Sen; | Spec;
Normal 167 80.51 | 80.00 | 80.76 | 80.28 | 55.56 | 92.18 | 73.61 | 90.60 | 65.43 | 78.71 | 90.60 | 81.73
%f\z /' Mild 25 9481 | 0.00 | 99.32 || 9528 || 0.00 | 100 | 95.28 | 0.00 | 100 | 94.81 | 0.00 | 99.32
Unbalanced Moderate 169 68.18 | 58.82 | 72.81 | 60.28 | 72.03 | 54.54 | 68.06 | 9.32 | 96.70 | 71.71 | 9.32 | 74.75
Sever-PDR 155 81.17 | 56.52 | 91.67 | 79.17 | 52.78 | 90.67 | 73.06 | 75.00 | 72.22 | 82.46 | 75.00 | 90.74
Mean 516 81.17 | 62.34 | 86.14 | 78.75 || 45.09 | 84.29 | 77.50 | 43.73 | 8359 | 81.92 | 63.71 | 86.64
Normal 1670 | 82.95 | 59.88 | 93.98 | 87.54 | 70.32 | 95.78 | 79.76 | 93.24 | 73.31 | 93.51 | 90.62 | 94.36
AucgamS:nltled/ Mild 250 98.86 | 0.00 | 80.98 || 91.92 || 62.86 | 93.4 | 94.27 | 20.57 | 98.02 || 97.16 | 69.33 | 98.57
Unbalanced Moderate 1690 | 69.45 | 67.06 | 70.75 | 78.27 | 56.72 | 88.76 | 75.72 | 50.30 | 88.1 | 90.12 | 82.64 | 93.76
Sever-PDR 1550 | 81.91 | 7355 | 85.50 | 84.91 | 88.48 | 95.28 | 84.41 | 64.70 | 92.88 | 94.15 | 92.26 | 95.48
Mean 5160 | 83.29 | 63.44 | 82.80 | 85.66 | 69.59 | 93.31 | 83.54 | 57.20 | 88.08 | 93.70 | 87.47 | 95.54
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Normal 250 94.93 | 94.67 | 95.00 | 95.20 | 97.33 | 94.67 | 96.00 | 93.33 | 96.67 | 97.87 | 94.67 | 98.67
Ali;rl;;]ltl;d/ Mild 250 97.60 | 98.67 | 97.33 | 97.60 | 96.00 | 98.00 | 94.67 | 94.67 | 94.67 | 97.67 | 100 | 97.33
Balanced Moderate 250 81.97 | 69.33 | 99.33 | 92.00 | 64.00 | 99.00 | 86.93 | 34.67 | 100 | 97.35 | 93.33 | 99.34
Sever-PDR 500 91.73 | 90.67 | 88.89 | 96.00 | 97.33 | 95.11 || 87.73 | 93.33 | 82.67 | 97.33 | 95.33 | 98.67
Mean 1250 91.56 | 88.80 | 95.14 | 95.20 | 88.67 | 96.70 || 91.33 | 79.50 | 93.50 | 97.56 | 95.73 | 98.51
Related works Metric #lmages AC Sen | Spec
Ensemble model [14] Mean 56 83.90 | NA NA
ResNet [15] Mean 250 94.00 | 88.00 | 96.11
More specifically, the three different cases, Case | (no

A. Collected Database

The IDRID data consists of 516 images, captured by a
retinal specialist at an eye clinic, located in Nanded,
Mabharashtra, India. Images were acquired using a Kowa VX-
10 alpha digital fundus camera with a 50-degree field of view
(FOV), and all are centralized near to the macula. The original
images have a resolution of 2848x4288 pixels and are stored in
“jpg” file format. Typical samples are provided in Figure 2.
More data details can be found on [18].

B. Experimentation Setting

The system classifier is trained and tested on 70% and 30%,
respectively, of the whole dataset. The deep learning models are
trained by optimizing the cross-entropy loss with a learning rate
of 10* and a maximum number of epochs of 30.

The performance results of the proposed system are carried
over three cases, described in Table I. Case | involves no
augmentation and no data balancing, Case Il permits
augmentation with no data balancing, and finally, Case Il
permits both augmentation with balancing data. Specific
numbers of images for each class label, for all cases, are
demonstrated in Table I.

C. Quantitative Results

Table | shows the accuracies, sensitivities, and specificities
of the different training data setting of the proposed system.

augmentation & no data balancing), Case Il (augmentation &
no data balancing), and Case Ill (augmentation & data
balancing), are involved. For each case, the mix between the
two utilized models (i.e., ResNe50 and AlexNet) and the two
classifiers (NN and SVM) are investigated. Since the training
data is relatively of small size, we expect that to avoid the
problem of overfitting, the use of the AlexNet model, composed
of lower number of layers (five convolutional layers and two
fully connected layers), could achieve better results than
ResNet50 (composed from 50 layers). In addition, we expect,
for the same reason, that using a simple NN could achieve better
accuracy than a sophisticated SVM classifier. As expected,
Table | demonstrates that using AlexNet with a NN classifier
achieves the best performance for all investigated cases, e.g.,
the mean accuracies AC are 81.92%, 93.70%, and 97.56% for
Case I, Case Il, and Case Ill, respectively (see Fig. 6). In
addition, it is clear that Case 11 achieves the best performance
among the competing cases, since it takes into account both the
augmentation and balancing. Figure 7 exemplifies samples of
correctly classified visual results of fundus images from
different test subjects. These results highlight the potential of
using AlexNet/NN, taking into account both augmentation and
balancing, for achieving high performance DR grading of the
challenging data.

COMPARISIOM BETWEEN DIFFERENT INVESTIGATED SYSTEMS (CASE W Casel
I 11 OR Ill, RESNET50 OR ALEXNET, NN OR SVM CLASSIFIER) B Case ll
Case lll
2 2 ] S o g 2R R 3B
ol 8 Som 9w 5 an% _3o o 284 L85 34 348
LI S S A LR B - M
) 33 0 |99_ : R Oh 00 :
33 - S g
] 2 g
AC SEN SPEC AC SEN SPEC AC SEN SPEC AC SEN SPEC

RESENT50&NN RESNET50 & SVM

ALEXNET &SVM ALEXNET & NN

Fig. 6. Comparison results of the different cases of the proposed system, i.e., using different training data: Case | (no augmentation & no data balancing),
Case Il (augmentation & no data balancing), and Case Il (augmentation & data balancing)
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Fig.7. Classification examples of retinal images of different DR stages using our proposed system (Alexnet/NN) with Case Il setting (data augmentation &
data balancing). First row shows correctly classified images, and second row shows incorrectly classified images. GT denotes the ground truth grading; each

column has a different GT grade arranged as: “normal”, then “mild”,

“moderate”, and finally “severe-PDR”.

COMPARISION BETWEEN CASE IIl RESULTS AND THE RELATED

MEDTHODS [14] AND [15]
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BAC MSEN MSPEC
2R T g 3
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ALEXNET &  ENSEMBLE RESENT
NN MODEL [14] MODEL [15]

Figure 8. Comparison results between the proposed system Case 111 results (using ResNet50 or AlexNet with a NN classifier or SVM classifier) and related
methods [14] and [15].

In order to justify quantitatively the need for the data
augmentation and balancing, the performance results of the
proposed system for the best deep-learning-model/classifier
(i.e., AlexNet/NN) have been compared over the three different
cases, described in Table I. As expected, data augmentation
helps to significantly increase the size of the training data ten
times, and therefore significantly improves the overall AC from
81.92% to 93.70%. In addition, data balancing further improves
the overall AC from 93.70% to 97.56%. These results highlight
the strength of the proposed data augmentation and balancing
in improving the quality of the training process (See Figure 6).
To further investigate the advantages of the proposed DR
grading system, it has been compared with the related state-of-
the-art methods, on the same database. In Table I and Fig. 7, the
proposed grading system achieves a superior performance over
the related methods [14], [15]. These results highlights its
advantages.

D. Limitations
Although the current study achieves a superior performance

over the related methods, the second row in Fig. 7 shows that
the proposed system is not able to find the correct grading for
specific images. As shown in Fig. 7, although the system output
grade is incorrect, it points to an adjacent grade (e.g., mild is
classified to be either normal or moderate), which may be
visually close. These results show the possibility of fine-tuning
the proposed system to fix these errors in the future, by seeking
the integration of new relevant discriminant features.

IV. CONCLUSION AND FUTURE WORK

In this work, we present an automated DR grading system
based on deep learning, data augmentation, and data balancing.
First, the data is augmented and balanced in order to improve
the training capabilities of the proposed deep learning model.
Second, a transfer learning is applied by investigating two
architectures, i.e., ResNet50 and AlexNet, to extract retinal
image features. Finally, a classifier is used to grade fundus
images into one of four grades: normal, mild, moderate, or
severe-PRD. This system has been tested over the challenging



MANSOURA ENGINEERING JOURNAL, (MEJ), VOL. 45, ISSUE 4, DECEMBER 2020

ISBI’2018 IDRiD database, achieving superior performance
over related methods, evidenced by the obtained higher
classification accuracy, sensitivity and specificity. Later on,
further features will be investigated to improve the accuracy. In
addition, patch-based analysis will be investigated to improve
the results. Furthermore, other databases will be targeted in
order to quantify the robustness of the proposed DR grading
system.
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