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拟议的缓解框架：互联网中不安全的事物
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摘要

本文的目标是设计、实施和评估一个框架，该框架由深度学习入侵检测组成，适用于传感器网络中的节点，它利用深度学习的特性来获得比其他设计更高的准确性。一个带有少量电池寿命和处理能力的传感器节点可以构建一个合适的IDS框架，并几乎有效地操作它。该框架适用于不同的检测方法，可以结合使用。这也导致了不同的能量消耗需求，因为解决方案的复杂性变化以及它们的组合。IDS框架的主要目标是检测以下类型的攻击：1. 通用DoS/洪水攻击。2. 漏洞攻击。3. 选择性路由攻击。4. 蠕虫攻击。本文提出了一种框架来提高检测性能，BiLSTM分类器，这提供了高准确度的实时性。
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1. 引言

互联网事物（IoT）是一个复杂系统，它将所有电子设备连接到互联网，从而使它们可以相互交互，可以通过许多协议（Chen et al., 2014）。在这一方法中，任何东西都可由任何人、任何地方、任何时候访问。对于IoT，应用范围可以从一个基本的智能家居设备到一个复杂的系统，在一个智能电网中（Li et al., 2015）。然而，IoT应用发展过程中出现了许多问题，包括安全、兼容性、连通性、智能分析和标准。传统网络使用IPv6协议的低功耗无线个人区域网络（Low-Power Wireless Personal Area Network, IPv6 Routing Protocol for Low-Power and Lossy Networks (RPL), IEEE 802.15.4 WPAN, and Constrained Application Protocol。对于IoT入侵检测系统（IDS），协议的不一致性带来了新的问题和挑战，通过引入新的漏洞。

IoT网络可能受到各种攻击的威胁，包括探测攻击、拒绝服务（DoS）攻击、从根到本地机（R2L）的攻击，以及从用户到根（U2R）的攻击。因此，一个能够更准确地在不一致的网络上识别攻击的IoT IDS必须被设计。基于其能力，能够检测复杂系统中的小变化，深度学习技术是一个潜在的选择，可以解决这个问题。主要目标的IDS是...
identify malicious activity across all nodes and networks. As the second layer of security, it can operate behind a firewall to guard the network from malware and intruders (Anand and Patel, 2012). For all of the network’s sensor nodes and objects, intrusion is a threat, malicious, or offensive action. IoT has experienced a number of threats that can be divided into four primary categories: DoS, conventional, routing, and man-in-the-middle assaults. In the IoT context, there are numerous attack types for each category, including sybil attacks, DoS attacks, hello flood attacks, sinkhole attacks, and DoS attacks.

However, with the improvement of network, hardware, and software technologies in recent years, network activities have evolved into a more complex form of human–computer interaction, linked to many protocols and user activities.

IDS might be a software component or hardware. Both can inspect and examine devices, sensor nodes, and user activity in an attempt to identify patterns or signatures of well-known attacks, predict undiscovered ones, and recognize any malicious network activity (Maharaj and Khanna, 2014). IDS’s major goal is to keep track of all sensor nodes and networks, identify various kinds of network intrusions, and notify administrators when an intrusion is discovered. By sounding an alarm when it notices any intruder or attacker attempting to attack the network, it avoids damage to the systems and networks. IDS can also identify network packets and determine if they are legit or malicious. It contains three modules: monitoring, detection, and alarm (Alrajeh et al., 2013).

Depending on the manner of detection, there are three major types of intrusion detection techniques:

(1) Anomaly-based systems compare a system’s behavior at any moment to a profile of normal behavior that is saved, and they raise an alarm whenever the divergence from the normal reaches a specified threshold.

(2) The signature-based technique compares the present signature patterns with previously stored patterns or signatures.

(3) Finally, hybrid IDS, which combines two of the aforementioned ways to have the benefits of both, contains some rules and thresholds that define the typical behavior for network objects such as sensors nodes, protocols, and routing tables.

A number of research studies have motivated detection techniques using IoT environment. On the contrary, some research studies have focused on a variety of storage techniques as follows: Habibi et al. (Habibi et al., 2017) used the principle of constructing two layers of IDS, which depends on working correctly. Jan et al. (Jan et al., 2019) proposed a lightweight machine learning depended on an SVM IDS by using three features only for classification. Tao et al. (Tao et al., 2018) presented an IDS depends on feature selection, weight, and optimization of a GA-SVM. Liu et al. (Liu et al., 2012) proposed an anomaly IoT detection model that depends on an artificial system that uses agents.

In this context, this paper proposes a framework to improve the detection performance as QSVM classifier, which gives a high accuracy and if a malicious attack was detected, it will be stored in signature database, and if it happened again, then our proposed framework will identify faster with higher accuracy.

This paper is structured as follows: the related work is presented in section II. Section III introduces the IDS’s deep learning-based framework, followed by experimental results in section IV. The discussion and conclusion are presented in the V and VI sections, respectively.

2. Related work

Early on in the development of IoT IDS research, many research studies focused on conventional detection techniques that underperformed as expected in the IoT environment. Others concentrated on a variety of storage techniques, such as storing source and destination IP addresses and traffic sensitivity. To check the source and distention of any packet for IoT devices in whitelist databases and online associated domains, Habibi et al. (Habibi et al., 2017) utilized the principle of constructing two layers of IDS, which depends on working correctly. Despite the fact that this is a terrific idea, they did not employ machine learning to dynamically update the whitelist and instead relied on VirusTotal to identify new or unlisted threats.

Jan et al. (Jan et al., 2019) proposed a lightweight machine learning that depended on an SVM IDS by using three features only for classification. The provided results showed that the proposed IDS has reduced the time and increase the accuracy but it depends only on three features, which are mean, maximum, and median, so its accuracy is not enough for most attacks that perform like normal data.

Tao et al. (Tao et al., 2018) introduced an IDS that depends on feature selection, weight, and optimization of a GA-SVM. This proposed approach
selects the features first, then concurrently optimizes the SVM parameters. Finally, this trained classifier is applied to detection and classification of network anomalies. Liu et al. (Liu et al., 2012) suggested an anomaly IoT detection model that depends on an artificial system that utilizes agents. These agents were placed at multiple gateways to gather and exchange statistical data with a central service. Lopez-Martín et al. (Lopez-Martín et al., 2017) introduced a conditional variational autoencoder-based IDS (CVAE). As an additional input, the labels of the samples are applied to the decoder block of a VAE. Khalvati et al. (Khalvati et al., 2018) combined SVM with naive Bayes classifiers for increasing the efficiency of detection and classification of intrusions in a network. Teng et al. (Teng et al., 2018) proposed a self-adaptive and collaborative IDS based on SVM and decision tree algorithms. The experimental results show that the decision tree algorithm gave a better overall performance with the SVM in aspects of detection accuracy and recall rate. Han et al. (Han et al., 2018) proposed an IDS that depends on the game theory with an autoregressive model; the proposed system focuses on the system’s energy efficiency, and the results show that it is performing satisfactorily. The first three main types of IDS can be explained as follows.

Signature-based IDS: this technique is easy to implement because it only needs the patterns or signatures of an attack or malicious activity. It matches the network’s existing profile and uses preset attack signatures or patterns. Each intrusion or attack can be defined based on preset patterns or signatures that are maintained in an existing database. This method cannot identify any new threats unless new signatures or patterns are manually added to the database. As a result, the database needs to continually be updated with new signatures or attack patterns (Patel and Aggarwal, 2013).

Anomaly-based IDS: this method is often referred to as event-based detection. This method examines network events to identify malicious activity. It first identifies the network’s typical activity. The activity is therefore labeled as an incursion if it differs in any way from this behavior Amaral et al. This method uses a comparison between the current protocol specification state and a predetermined protocol state to identify malicious objects or nodes. In comparison to signature-based IDS, which cannot detect unknown attacks, this approach is more effective at detecting all varieties of attacks. Although high false-positive rates might affect anomaly detection, combining this technology with other appropriate optimized software solutions or artificial intelligence (AI) methodologies is still promising for developing intelligent detection models, such as using machine learning or deep learning to simulate human brain decisions through neurons and optimization techniques to implement an IDS.

Specification-based IDS: this is a technique that is a bit close to the anomaly detection technique. In this technique, the normal behavior of the network is specified manually, thus giving fewer false-positive rates. This method aims to apply optimum between signature-based and anomaly-based techniques by attempting to illustrate deviations from normal behavioral signatures that are created by any method of machine learning methods. One of the disadvantages of this technique is manual performance of developing the attacks and protocol specifications, which takes longer (Zarpelao et al., 2017). Several data sets are available, such as NSL-KDD, KDD’99, DARPA, CAIDA DDoS, and others, that provide samples of DoS attacks and other types of attacks in various scenarios. NSL-KDD was used for the proposed system principal component analysis (PCA)-LSTM-IDS and compared with other several algorithms.

An IDS is used to monitor the suspicious activity in a specific node or network. It can operate as the next layer of defense behind a firewall, protecting the network from intrusions (Anand and Patel, 2012). An intrusion is a threat or malicious or offensive activity that is harmful to all of the network sensor nodes and objects. Several threats happened in IoT, which are classified into four main categories as follows: DoS, conventional, routing, and man-in-the-middle attacks. There are many attack types for each category in the IoT environment such as black-hole attack, sink-hole attack, DoS attack, sybil attack, wormhole attack, selective forwarding attack, and hello flood attack. With the evolution in the network’s software and hardware technologies in the latest years, however, network behavior has evolved into a more complex way, involving several protocols and user activities.

3. The proposed intrusion detection framework

This study investigates the integration of the anomaly detection concept with cutting-edge AI methods like bidirectional long-short term memory (BiLSTM). The originality of this paper is in the implementation of a more accurate and less time-focused IDS for IoT networks, which overcomes the difficulties we face in the IoT environment such as
different protocols from the normal internet and power consumption. Using the PCA technique, the complex features are identified and selected. Additionally, the dimensions of the input vector affect how complicated a BiLSTM classifier is. BiLSTM becomes more challenging as the hidden layers increase for more accuracy, which increase the overall time.

The most effective results were obtained by combining the strengths of both types of IDSs — signature-based and anomaly-based — into a hybrid system. True-positive rates (sensitivity) and accuracy are higher for signature-based methods. High accuracy is achieved while identifying anomalies using machine learning.

The two main layers of PCA-LSTM-IDS are features extraction layer and BiLSTM deep learning classification layer. Fig. 1 illustrates the PCA-LSTM-IDS architectural IDS’s layout.

### 3.1. Layer 1: features extraction

A method called feature extraction creates a new, smaller set of features that mostly contains the critical information. This step is carried out using the PCA technique. Then, using the collected features and a vector of labels, the BiLSTM classifier is trained to categorize the unidentified samples in the test data set. From the test samples in the test data set, comparable features to those used in the training phase are extracted. The classifier then uses those unlabeled test samples as an input to predict the results.

PCA offers two separate techniques for extracting features, explained variance and number of components. Explained variance refers to obtaining all characteristics that represent all data and removing overlapping features. The term ‘number of components’ refers to the setting of a particular number of features for the presentation of all data. Dimensionality, or the number of features, can be lowered by reducing the number of principal components by altering the cumulative explained variance, such as by keeping only as many principal components as are necessary to obtain a cumulative explained variance of 90%. By reducing redundant information with minimal loss, PCA’s key benefit is decreasing the dimension.

### 3.2. Layer 2: deep learning classification

This layer predicts if the data are normal or malicious. There are many deep learning algorithms, but for our model, we use BiLSTM, which is unsupervised learning algorithm that we designed just have two hidden layers.

#### 3.2.1. Structure of long short term memory

LSTM is an advanced type of RNN which includes different cell structures and contains cell state. The three gates that comprise LSTM neurons are the forget gate, input gate, and output gate. Information importance is evaluated by the forget gate, cell state is refreshed by the input gate, and hidden state value is computed by the output gate. The neural network’s component X evaluates the input value $x_t$ and produces the output $h_t$ as seen in Fig. 2.

Beyond a loop, data can be transmitted from one network phase to the next. In a recurrent neural network, many replicas of the same network transfer data from one successor to another. This chain-like feature demonstrates how closely sequences, lists, and recurrent neural networks are related. The neural network is the more suitable architecture for use with such data, and LSTM depends on them.

The LSTM unit design is shown in Fig. 3, in which $c_t$, $h_t$, and $x_t$ represent the memory state cell, the LSTM output at time $t$, and the input at time $t$, respectively. The logistic sigmoid function is expressed as $\sigma$, and the tanh represents the hyperbolic tangent function. In an LSTM, $C_t$ and $C_{t-1}$ represent the memory units for the current time and the previous time, respectively. $h_t$ and $h_{t-1}$ represent the hidden units for the current time and the previous time. $i_t$ is the input gate for the current time, $f_t$ is the forget gate, $o_t$ is the output gate, and $X_{\text{norm}}$ represents the value of the $n$ characteristic vector in the m time period of the $t$ day. Following is a calculation of the LSTM network status:

\[
\begin{align*}
  f_t &= \sigma(W_f[h_{t-1}, X_{\text{norm}}] + b_f) \\
  i_t &= \sigma(W_i[h_{t-1}, X_{\text{norm}}] + b_i) \\
  C'_t &= \tanh(W_c[h_{t-1}, X_{\text{norm}}] + b_c) \\
  C_t &= f_t * C_{t-1} + i_t * C'_t \\
  o_t &= \sigma(W_o[h_{t-1}, X_{\text{norm}}] + b_o) \\
  h_t &= o_t * \tanh(C_t)
\end{align*}
\]

where $b_c$, $b_f$, $b_i$, and $b_o$ are the associated bias coefficients and $W_c$, $W_f$, $W_i$, and $W_o$ are the weights of the memory unit, forget gate, input gate, and output gate, respectively.

#### 3.2.2. Structure of bidirectional long-short term memory

BiLSTM is an enhanced variant of LSTM that can perform high-level abstraction and nonlinear
transformation of intrusion data, evaluate two-way data information, and offer more fine-grained computation. It consists of many LSTM as backward and forward, which presents past and future, as shown in Fig. 4. The formula for calculating BiLSTM output is as follows:
Where $\overline{W}$ and $W$ refer to the parameters of the hidden layer, $x_t$ refers to the input data, $h_t$ and $\tilde{h}_t$ refer to the output results of the LSTM layers at time $t$, $\overline{b}$ and $\tilde{b}$ refer to the offset values, and finally $y_t$ refers to the BiLSTM’s output.

First, anomaly-based IDS extracts the features using the explained variance to establish a new set of the extracted features. This new set is then utilized for training and testing the BiLSTM classifier.

The training phase and the testing phase are the two stages of this layer process. During the training stage, a training data set with labeled samples is acquired. The input data were extracted using PCA to remove redundant features, and then the characteristics that were obtained were classified as normal or intruding data. After that, this new set of features will be prepared for BiLSTM training.

In the testing phase, a test data set with labeled samples is established, followed by extracting the features and sending it to trained BiLSTM classifier to predict the final result.

4. Experimental results

MATLAB, version 2021, a simulation tool, is used to implement all the experiments and data gathering procedures on a PC with a Core i5 and
12 G RAM. The experiments make use of the NSL-KDD data set. It is initially transformed into a prepared file of the type comma separated values. The experiment is then performed after it has been imported into MATLAB.

The experimental results demonstrated the proposed framework’s performance, particularly in terms of accuracy. These are the paper’s main contributions:

1. PCA feature extraction is a useful method for reducing feature complexity.
2. The performance of intrusion detection is enhanced as a result of a novel method for creating an intelligent anomaly IDS using BiLSTM with PCA.

We implemented our method using the NSL-KDD data set with 41 features once and 30 features once again using PCA. The results of the experiments showed that PCA-LSTM-IDS can achieve 99% accuracy, which is better than any other method.

4.1. Performance metrics

These are the definitions of the performance evaluation criteria used in this research. As stated in Table 1, which is used to determine the accuracy, the Confusion Matrix is used to measure the effectiveness of the suggested IDS and also the performance of the BiLSTM classification model.

The ensuing variables were computed:
- True positive (TP): the volume of harmful codes that were accurately discovered.
- True negative (TN): the volume of accurately detected benign codes.
- False positive (FP): the number of benign codes that were falsely detected as harmful by a classifier.
- False negatives (FN) are occurrences where harmful code was mistakenly identified as benign code by a classifier.

Total accuracy (ACC) is the percentage of the observation’s numbers to the total sum of true-positive and true-negative values. The following equation can be used to determine the accuracy:

\[
\text{ACC} = \frac{(\text{TP} + \text{TN})}{N}
\]

\(N\): the total number.

4.2. Data set

Using the NSL-KDD data set, training and testing were implemented. The NSL-KDD data set consists of train, test, and validation data. Four different types of attacks, which are DoS, probe, U2R, and R2L, along with 23 different types of attack, are illustrated by the training data. The branch type of each attack type is listed in Table 2 along with the specifications of all four attack classes.

NSL-KDD’s records each have 42 features. Typically, there are three types of features: continuous, discrete, and symbolic, each of which has a distinct range of values.

DoS attack prevents users from accessing a machine or network resource by making some memory

**Table 1. Confusion matrix.**

<table>
<thead>
<tr>
<th>Types</th>
<th>Predicted normal</th>
<th>Predicted attack</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual normal</td>
<td>TP</td>
<td>FN</td>
</tr>
<tr>
<td>Actual attack</td>
<td>FP</td>
<td>TN</td>
</tr>
</tbody>
</table>

FN, false negative; FP, false positive; TN, true negative; TP, true positive.
resources or network channels too full or busy to handle authorized requests like land, neptune, or pod.

R2L: in this technique, an attacker sends packets to a device across the network and takes use of the current vulnerabilities to obtain local access to that system without having an account or privileges on remote devices. Ftp write, the dictionary, guess passwd, and Imapt are some examples.

U2R: in this form of attack, the attacker first gains access to a user's local account on the system before using the vulnerabilities to take control of the system as the root user. Fdformat and Loadmodule are two examples.

In a probing attack, an attacker explores the network's computer systems to obtain data or identify known vulnerabilities. Attackers who have gained access to the network have compiled a list of the devices and services that can be used to exploit the system. Nmap, Ipsweep, and Satan are some examples.

4.3. Experiment: anomaly bidirectional long-short term memory intrusion detection system's validation

A BiLSTM classifier was used with PCA with 100% variance, which decrease the number of the features from 41 to 30, for extracting features to compare accuracy, prediction speed, and training time.

It is observed that using linear SVM gives high accuracy with 94.914% and acceptable prediction time. If a genetic algorithm is used, it gives a higher prediction time compared with other algorithms, which is 20.142 s, and the accuracy is lower than any other algorithm, as shown in Table 3 and Fig. 5.

As shown in Figs. 6 and 7, our approach has less time as it has only 397.304 and 4.548 s for training and testing data, respectively, with a higher accuracy among all other algorithms.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy %</th>
<th>Training time (s)</th>
<th>Testing time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>94.914</td>
<td>620.312</td>
<td>16.542</td>
</tr>
<tr>
<td>Polynomial SVM</td>
<td>91.822</td>
<td>674.914</td>
<td>12.541</td>
</tr>
<tr>
<td>Genetic algorithm</td>
<td>85.731</td>
<td>718.048</td>
<td>20.142</td>
</tr>
<tr>
<td>PCA-LSTM-IDS</td>
<td>99.348</td>
<td>397.304</td>
<td>4.548</td>
</tr>
</tbody>
</table>

Table 3. Anomaly result for several classification algorithms.

IDS, intrusion detection system; LSTM, long-short term memory; PCA, principal component analysis.
5. Discussion

The benefit of utilizing PCA for feature extraction before BiLSTM in anomaly IDS is to lower the number of features since doing so takes less time than using it for up to 42 features, which increases system processing time.

A recurrent neural network used mainly for natural language processing is called BiLSTM. Compared with traditional LSTM, BiLSTM provides greater accuracy as we can get the result from two directions, which are forward and backward for future and past.

A training data set with labeled samples is obtained during the training phase. PCA extracted the input data to remove unnecessary features and then selected features were labeled as normal or intruder data. Then selected features were processed to the training algorithm which is QSVM with default kernel function and scale with five folding cross-validations, as shown as follows:

5.1. Conclusions

The IoT is a cutting-edge technology that may be applied to a wide range of applications, from simple home automation systems to complex grid networks like smart grids. However, the reliability of these complex networks is compromised by their vulnerability to major attacks. Additionally, the nodes’ limitations, which include memory, computing power, and battery life, have an impact on network security.

The issue with data stream deep learning applications is that their developers always think about how to submit applications with the highest accuracy possible while using the least amount of processing power. When using a neural network, this is challenging to accomplish because accuracy improves with the higher number of hidden layers which lead to takes longer time to implement.

Attacks identification has been dependent on anomaly IDS, which utilizes PCA for feature extraction and high accuracy BiLSTM deep learning to identify unknown attacks with acceptable timing.
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